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Non-Hyper-Singular Boundary Integral Equations for Acoustic Problems,
Implemented by the Collocation-Based Boundary Element Method
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Abstract:  The weak-form of Helmholtz differen-
tial equation, in conjunction with vector test-functions
(which are gradients of the fundamental solutions to the
Helmbholtz differential equation in free space) is utilized
as the basis in order to directly derive non-hyper-singular
boundary integral equations for the velocity potential, as
well as its gradients. Thereby, the presently proposed
boundary integral equations, for the gradients of the
acoustic velocity potential, involve only O(r~?) singu-
larities at the surface of a 3-D body. Several basic identi-
ties governing the fundamental solution to the Helmholtz
differential equation for velocity potential, are also de-
rived for the further desingularization of the strongly sin-
gular integral equations for the potential and its gradi-
ents to be only weakly-singular. These weakly-singular
equations are denoted as R-¢-BIE, and R-¢-BIE, respec-
tively. [i.e., containing singularities of O(r~!) only at the
boundary] Collocation-based boundary-element numer-
ical approaches [denoted as BEM-R-¢-BIE, and BEM-
R-g—BIE] are implemented to solve these R-¢-BIE, and
R-¢-BIE. The lower computational costs of BEM-R-¢-
BIE and BEM-R-¢-BIE, as compared to the previously
published Symmetric Galerkin BEM based solutions of
R-0&g-BIE [Qian, Han and Atluri (2004)] are demon-
strated through examples involving acoustic radiation as
well as scattering from 3-D bodies.
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1 Introduction

It is well known that the solutions of the conventional
boundary integral equations are nonunique at the fic-
titious eigenfrequencies for exterior acoustic or elastic
wave problems in the frequency domain. The fictitious
eigenfrequencies have no physical meaning for the ex-
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terior problems, and are the manifestations of the draw-
back of the mathematical formulation of the conventional
boundary element method. To circumvent this, hypersin-
gular boundary integral equations (HBIEs), which are the
derivatives of the conventional boundary integral equa-
tions, have become a useful alternative approach. Liu &
Chen (1999) and Burton & Miller (1971) linearly com-
bine the surface Helmholtz integral equation for the po-
tential, and the integral equation for the normal deriva-
tive of potential at the surface (HBIEs), to circumvent the
problem of nonuniqueness at characteristic frequencies.
Their method is very effective, and is labeled as CHIE
(Composite Helmholtz Integral Equation), or CONDOR
(Composite Outward Normal Derivative Overlap Rela-
tion) by Reut [Reut (1985)]. However, the smoothness
requirement, which implies that the derivatives of the
density function must be Holder continuous, is a seri-
ous theoretical issue associated with the HBIE formu-
lation [Liu and Chen (1999)]. Therefore, only bound-
ary elements with C! continuity near each node, such
as the Overhauser and Hermite elements, can be applied
in the implementation of HBIEs [Liu and Rizzo (1992)].
This requirement hinders the applications of HBIEs, be-
cause of the complexity of C! elements. Another key
issue for hypersingular boundary integral equations, is
the application of regularization techniques, which are
commonly employed to improve the approach by re-
ducing the problem to the one involving O(r~!) singu-
lar integrals near the point of singularity. Chien, Ra-
jiyah, and Atluri (1990) employed some known identi-
ties of the fundamental solution from the associated in-
terior Laplace problem, to regularize the hypersingular
integrals. This concept has been applied by many suc-
cessive researchers: The regularized normal derivative
equation in Wu, Seybert, and Wan (1991) is sought to
be converged in the Cauchy principal value sense, rather
than in the finite-part sense, and the computation of tan-
gential derivatives is required everywhere on the bound-
ary. Recently, Yan, Hung, and Zheng (2003) employed



134 Copyright ©) 2004 Tech Science Press

a discretized operator matrix for improving the intensive
computation of double surface integrals, by replacing the
evaluation of double surface integral with the evaluation
of two discretized operator matrices. In general, most
of the regularization techniques published so far in lit-
erature for evaluating the hyper-singular integrals in the
acoustic BIEs, arise from certain identities associated
with the fundamental solution to the Laplace equations.

However, in the present paper, without directly differ-
entiating the derivatives of the conventional boundary
integral equation for the potential, which will result in
the hyper-singular integrals, novel non-hyper-singular
boundary integral equations are derived directly, for the
gradients of the velocity potential. The acoustic potential
gradients are related to the sound velocity in their physi-
cal meaning. The basic idea of using the gradients of the
fundamental solution to the Helmholtz differential equa-
tion, as vector test-functions to write the weak-form of
the original Helmholtz differential equation, and thereby
directly derive a non-hyper-singular boundary integral
equations for velocity potential gradients, has its origins
in [Okada, Rajiyah, and Atluri (1989a, b), Okada and
Atluri (1994)], who use the displacement and velocity
gradients to directly establish the displacement and dis-
placement gradient boundary integral equations in elas-
tic/plastic solid problems, as well as traction boundary
integral equations [Han and Atluri (2003a, b)], which are
very simple to be implemented numerically. The current
method can be shown to be fundamentally different from
the regularized normal derivative equation by Wu et al.
[Wu, Seybert, and Wan (1991)], who used the tangential
derivatives to reduce the singularity.

The boundary integral equations for the potential [la-
beled here as ¢-BIE], and its gradient [labeled here as
g-BIE], which are newly presented in the present paper,
are only strongly singular [O(r~2)]. These strongly sin-
gular ¢-BIE, and ¢-BIE are further regularized to only
weakly singular [O(r~")] types, which are labeled here
as R-0-BIE, R-¢-BIE, respectively. This is achieved by
using certain basic identities of the fundamental solu-
tion of the Helmholtz differential equation for potential.
These basic identities, in their most general form, are also
newly derived in this paper. These basic identities are de-
rived from the most general scalar and vector weak-forms
of the Helmholtz differential equation for potential, gov-
erning the fundamental solution itself. The boundary
element methods [BEM] derived by simply collocating
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the R-0-BIE, and R-¢-BIE, as developed in the present
paper, are referred to as the BEM-R-¢-BIE, and BEM-
R-g—BIE, respectively. In addition, general Petrov-
Galerkin based methods can be formulated as shown in
[Qian, Han and Atluri (2004)] to solve the R-¢-BIE,
and R-g—BIE, in their weak senses. With this general
Petrov-Galerkin formulation, one can easily derive dif-
ferent methods, such as the (Symmetric Galerkin Bound-
ary Element Method) SGBEM-R-[0&¢]-BIE, by using
various alternative functions as the test function. In the
present paper, the BEM-R-¢-BIE and BEM-R-g—BIE
methods employ the Dirac Delta function as the test func-
tion in the general Petrov-Galerkin approach. In the
present BEM-R-¢-BIE and BEM-R-¢-BIE, Ccontinuity
of & as well as q over the boundary elements is suffi-
cient for numerical implementation. There are several
reasons for implementing BEM-R-¢-BIE and BEM-R-
q—BIE method here. First of all, the BEM-R-[$¢&q]-
BIE, SGBEM-R-[¢&¢q]-BIE, and the MLPG approaches
[Atluri and Zhu (1998)], [Atluri and Shen (2002a, b)],
will result in a family of methods with the general Petrov-
Galerkin formulation as the basis. Numerical examples
demonstrate that the BEM-R-[¢&g]-BIE are far more
efficient than the SGBEM-R-[0&¢q]-BIE, and its imple-
mentation is easier as well.

Meshless methods for solving BIEs have been developed
through the meshless local Petrov-Galerkin (MLPG) ap-
proaches [Han, and Atluri (2003b)]. The meshless
method, as an alternative numerical approach to elimi-
nate the well known drawbacks in the finite element and
boundary element methods, has attracted much attention
recently [Atluri, Han, and Shen (2003); Atluri, and Shen
(20024, b)]. More importantly, by using the moving least
square approximation scheme or radial basis function as
the trial functions, the MLPG method make it possible
to overcome the curse, in which the element size in the
discretization model, either in the finite element method
or the traditional boundary element method, must be less
than the wavelength of the acoustic wave. These MLPG
methods wherein the ¢ and g are approximated by mesh-
less interpolations in the surface are also subjects of our
studies.

2 The non-hyper-singular boundary integral equa-
tions in acoustics

The Helmholtz differential equation governing the acous-

tic velocity potential ¢ for time-harmonic ¢/ waves, can
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be written as:

Vo4 k%0 =0 (1)
where i is the imaginary unit, ® is the angular frequency
of the acoustic wave, and k = ®/c is the wave number.
At any field point €, the velocity potential of Eq. 1, due
to a point sound source at x (Fig. 1), is well known as the
free-space Green’s function ¢* (x,&), which is listed here
for 2- and 3-D problems, respectively, as:

0" (x,€) = ﬁHél) (kr) in 2D (2a)

(1)

where H,, ' (kr) denotes the Hankel function of the first
kind, and r = [x —§|;
* —ikr -

= 3D 2b

0" (x§) = 7 e ¥ in ab)

Figure 1 : A solution domain with source point x

Therefore, the so-called fundamental solution of the
Helmholtz equation is governed by the wave equation,

q)*zz (ng) +k2¢* (ng) +6(X7§) =0 3)

2.1 Boundary integral equations for the velocity po-
tential ¢-BIE

By using ¢ as the test function to enforce the Helmholtz
equation, Eq. 1 in terms of the trial function ¢, in a weak-
sense, the weak form of Helmholtz equation can be writ-
ten as,

/Q (V2o +Kk%0) 9dQ =0 (4)
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A “symmetric weak-form” is obtained by applying the
divergence theorem once in Eq. 4,

/a . i 0dS — /Q 0,0 ,dQ+ /Q KoddQ =0 (5)

where, both the trial function ¢, as well as the test func-
tions ¢ are only required to be first-order differentiable.
By applying the divergence theorem twice in Eq. 4, we
obtain the “unsymmetric weak-form”,

/a 10.0dS /a 700,45+ /Q 6(9,i +k°9)dQ =0
(©6)

Now, the test functions ¢ are required to be second-order
differentiable, while ¢ is not required to be differentiable
[Han and Atluri (2003a)] in Q.

By using the fundamental solution ¢0*(x,&) as the test
function ¢ in Eq. 6, and with the property from Eq. 3, we
obtain the integral equation for ¢:

0(x)
= [ a®o xgas— |

agq)(é;)@* (x,6)dS xeQ

(N

where, by definition,

q(8) = %=L =nc(€)0x(§) e

and the kernel function ©* (x,§) is defined as,

0" (x.§) = XEE — €)o7, (x.E) Ee€dQ
Eq. 7 is the conventional BIE for ¢, which is widely used
in literature, and is hereafter referred to as the ¢-BIE. One
can use Green’s second identity directly to obtain Eq. 7,
however, to keep the consistency of the presented paper,
the notion of a weak-form is used here.

The nonuniqueness of the Helmholtz integral equation,
Eq. 7, is well known; it possesses nontrivial solu-
tions at some characteristic frequencies [Chien, Rajiyah,
and Atluri (1990)]. Many researchers have investigated
and expended substantial efforts in solving this prob-
lem of nonuniqueness. Burton & Miller stated that the
nonuniqueness can be restored by combining a second
integral equation. If we differentiate Eq. 7 directly with
respect to X;, we obtain the second integral equation for

the potential gradients ¢ x (x). One term in this equation

is hyper-singular, since % is of order O (r™3) for a

3D problem. A wide body of literature is devoted to deal
with the hyper-singularity in this equation.
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2.2 Presently proposed Non-Hyper-Singular q-BIE

The novel method in this paper starts from writing a vec-
tor weak-form [as opposed to a scalar weak-form] of
the governing equation Eq. 4 by using the vector test
function 6.1@ as in [Okada, Rajiyah, and Atluri (1989a,
1989b)]:

/Q (0,i +K°0)6,dQ=0 fork=12,3 ®)

After applying the divergence theorem three times in Eq.
8, and by using the gradients of the fundamental solution,
viz., ¢’ (x,§), as the test functions, and using the identity
from Eq. 3, we obtain

€)

we have used the definition of the surface tangential op-
erator as

Dt = NyCrst %
in which e, is the permutation symbol.

We refer to Eq. 9, hereafter, as the presently proposed
non-hyper-singular g-BIE. The ¢-BIE [Eq. 7], and ¢-BIE
[Eq. 9], are derived independently of each other. The
most interesting feature of the “directly derived” integral
equations Eq. 9, for ¢ x (x), is that they are non-hyper-
singular, viz, the highest order singularity in the kernels
appearing in Eq. 9 is only O (r_z) in a 3D problem.

3 Further regularization of ¢-BIE and ¢-BIE [i.e.
reducing them to be of only (r~')singularity]

3.1 Basic properties of the fundamental solution ¢*

Before we proceed with the further regularization of the
strongly-singular ¢O-BIE and q-BIE, certain fundamen-
tal properties of 0" are derived, so that they will enable
us to derive simple, straightforward and elegant weakly-
singular R-[0&q]-BIE .

We write the weak form of Eq. 3 governing the funda-
mental solution over the domain, using an arbitrary func-
tion ¢ (x) in Q as the test function; and thus we obtain a
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basic identity of the fundamental solution ¢* (x,&) to be:

/BQ@*<X,&>¢<x>ds
+ [ Ry (xEodQ+o(x) =0 axeQ  (10)

When the point x approaches a smooth boundary, i.e.,
X — 0Q, the first term in Eq. 10 can be written as

CPV
lim [ & (xEomds=[ O xoas
- 30) (an

where CPV denotes a Cauchy Principal Value integral.
The physical meaning of Eq. 11 can be understood by
rewriting Eq. 10 as:

CPV
|, e xBomas

0Q

+/k2¢*(x,§)¢(x)dg+1¢(x):o axciQ  (12)
Q 2

Eq. 12 means that only a half of the sound source ¢ (x)
at point x is applied to the domain €2, when the point x
approaches a smooth boundary, x — dQ. We may write
Eq. 12 in a more general form as:

CPV
| e xBomds+ [ Ko (x&o(xa2-+eo(x)
Q

Q

=0
(13)
where
0 for x is interior to 0Q
e 1 for x is exterior to 0Q2
) 1/2  forx € smooth 0Q

0/4n  for x € dQ (a sharp corner with angle 0)
On the other hand, we may also consider the vector test
functions ¢ , to have constant values, as, ¢, (§) = 0 x (x).
Then by applying the divergence theorem, and with the
basic identities of fundamental solution (Eq. 10 and Eq.
12), we can obtain:

/BQ n; (&) Vi (x) ¢*k (Xé) ds
+ /BQ eittD1 (X) ¢*z (x,£)dS

CPV 1
—/BQ 0" (x.E) 04 (X)dS+ 304 (X) =0 x€3Q (14)
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in which, we define the local coordinates, for numerical
implementation purposes, at point x on the boundary 02,
as shown in Fig. 2. We then have y (x) in terms of ¢ ; (x)
on the boundary, as:

W3 (x) = ¢ (x)
v (x) =1 (%), (x) (15)
V2 (x) = 5i (x) 0, (x)

Therefore, the vector y(x) in local coordinates comes
from two physical terms: the gradient g (x) is along the
vector in the outward normal direction, and the other two
gradients of the potential ¢ (x) are along the vectors in
the other two tangential directions.

Figure 2 : The local coordinates at a boundary point x

Generally, by using other carefully chosen weak forms
of Eq. 3, any number of “properties” of the fundamen-
tal solution can be derived [Han and Atluri (2003a)].
Now, we can use properties 13 and 15 to derive simple,
straightforward and elegant further regularizations of the
strongly-singular BIEs for ¢, and ¢ .

3.2  Regularization of ¢-BIE, Eq. 7

Eq. 7 can be implemented numerically without any diffi-
culty, if it is restricted only for boundary points, ie., X €
0Q, because 1y (€) 9% (x,&) contains only the weak sin-
gularity [O (r~')]. Most researchers have implemented
the ¢-BIE based on this equation and solved the boundary
problems. On the other hand, when one consider a do-
main point which is approaching the boundary, one may
encounter the higher order singularity [O (r~2)] with Eq.
7. We suggest here ways to remedy this.
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Subtracting Eq. 10 from Eq. 7, we obtain:

| a® (x&)as
- [ b®) —o)e" (xE)ds

+ [ o x)o(da=0 (16
With Eq. 12, Eq. 16is applicable at point x on the bound-
ary 0Q, as:

| a® (xE)as
- [ b@-ome xgas

a%PV 1
= O* (x,8)d(x)dS+ =0 (x) x€0Q (17)
oQ 2

in which ¢ (§) — ¢ (x) becomes O (r) when § — x, and
at the same time Eq. 17 becomes weakly-singular
[O (r_l)]. A reference node on the boundary may be
used for a point close to the boundary, for regularization
purpose. [Han and Atluri (2003a)]. Therefore, one can
evaluate all the integrals in Eq. 17 numerically, for both
the boundary points and the points close to the boundary.
We refer to Eq. 17 as the regularized 0-BIE or “R-¢-
BIE”, which involves singularities of order O (r_l) only.

If 0Q has corners, ¢ may be expected to have a vari-
ation of r**(A < 1) near the corners. In such cases,
¢ (§) — ¢ (x) may become O (r~!) when & — x, and thus,
in a theoretical sense, Eq. 17 is no longer weakly singu-
lar. However, in a numerical solution of R-0-BIE Eq.
17 directly, through a collocation process, to derive a
0 Boundary Element Method (BEM-R-0-BIE), we envi-
sion using only C” polynomial interpolations of ¢ and q.
Thus, in the numerical implementation of the BEM-R-¢-
BIE by a collocation process, we encounter only weakly
singular integrals. By using C” elements and employing
an adaptive boundary-element refinement strategy near
corners at the boundary, one may extract the value of
(A < 1) in the asymptotic solution for ¢ near such a cor-
ner [Qian, Han and Atluri (2004)].

Also, a Petrov-Galerkin scheme can be used to write
the weak-form for Eq. 17. By choosing the test
function to be identical to a function which is energy-
conjugate to ¢ (x), viz. the trial function , we obtain
the symmetric Galerkin ¢-BIE form (hereafter referred
to as the SGBEM-R-¢-BIE). This novel formulation for a
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Symmetric Galerkin Boundary Element Method for the
weakly singular BEM-R-¢-BIE is presented elsewhere
[Qian, Han and Atluri (2004)].

3.3 Regularization of q-BIE, Eq. 9

By subtracting Eq. 9 from Eq. 14, and contracting with
ny (x) on both sides, we can obtain the fully regularized
form of Eq. 9 as,

5400 = [ [a®~mE)wi(x)6" (xE)ds
+ [ B (m ©)0(€)0" (x.8)ds
+ [ D0®) ~ (D:0) ()] (x) e (x.E) dS

CPV

+ 0" (x,€)q(x)dS
o0Q

(18)

where the kernel function ©* (x,&) is defined as,

0" (x,8) = __84)*852.,&) = g (X) 'aq)*ag’é) € € 0Q

We label Eq. 18 as the regularized q-BIE, or “R-q-
BIE”. Suppose 0Q is smooth; then [g (&) —n; (§) v (x)]
and [D;¢ (§) — (D) (x)] become O (r) when § — x, and
Eq. 18 becomes weakly singular [O(r~')] on a 3D
problem. Thus, one can evaluate all the integrals in
Eq. 18 numerically, and applicable to any point xon
the boundary 0Q. On the other hand, if dQ has cor-
ners, [g (€) —n (€) i (x)] and (D, (E) — (D;0) (x)] be-
come O (r*~!) when & — x, and thus, in a theoretical
sense, Eq. 18 is no longer weakly singular. However,
in a numerical implementation of the R-g—BIE, viz. Eq.
18, directly, through a collocation process, to derive a
q Boundary Element Method (BEM-R-q-BIE), we envi-
sion using only C° polynomial interpolations of ¢ and
q. Thus, in the numerical implementation of the BEM-
q—BIE by a collocation of Eq. 18, we encounter only
weakly singular integrals.

Similarly, a Petrov-Galerkin scheme can be used to write
the weak-form for Eq. 18. By choosing the test function
to be identical to a function which is energy-conjugate to
g(x), viz. the trial function ¢ (x), we obtain the sym-
metric Galerkin g-BIE form (herein referred to as the
SGBEM-R-q-BIE). This novel formulation for a SGBEM
is presented elsewhere. [Qian, Han and Atluri (2004)]

Now, the 0-BIE and the q-BIE have been fully desingular-
ized [i.e., they contain singularities of order O (r_l) only
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in 3-D problems] simply, and elegantly in the present
work.
4 Numerical results

In the implementation process, the BEM-R-¢-BIE and
BEM-R-¢-BIE are combined as in Eq. 19, and the coef-
ficient f3 is chosen to be a small complex number.

CPV
| a®0 xgas— [ o xomads

0Q

—500 - [ @) -o(]6" (x&)ds
B30+ [ [g®) - m@)wi(x)] & (xB)as
+ [ R (om €)0®)¢" (x.8)ds
+ [ [D:0®)— (Di0) ()] () e (x.E) S

+ 0" (x,§)q(x)dS} =0
20

19)

In order to check the accuracy and efficiency of the
proposed method, two different representative acoustic
problems are considered: (1) the pulsating sphere prob-
lem; and (2) acoustic scattering from a rigid sphere.

4.1 Pulsating sphere

The field radiated from a pulsating sphere into the infinite
homogeneous medium is chosen as an example for the
exterior problem. The analytical solution for the acoustic
pressure for a sphere of radius a, pulsating with uniform
radial velocity v,, is given by [Chien, Rajiyah, and Atluri
(1990)]

p(r) a ika

_“ e—ik(r—a)
zovae T 1-+ika

(20)

where 7o is the characteristic impedance, p(r) is the
acoustic pressure at distance r, and k is the wave num-
ber. For the purpose of comparison, BEM-R-[¢&¢g]-BIE
and SGBEM-R-[0&q]-BIE, the whole sphere is consid-
ered for modeling: a 24 element model and a 64 element
model, as shown in Fig. 3. The models are discretized by
using 8-node isoparametric quadrilateral elements. The
evaluation of all integrals of kernels is performed by us-
ing 3x3 standard Gaussian quadrature.

In Fig. 4 and Fig. 5, the real and imaginary parts of di-
mensionless surface acoustic pressures are plotted with
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(@)
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(b)

Figure 3 : Surface discretization with quadrilateral elements (a) 24 element model; (b) 64 element model

respect to the reduced frequency ka. Fig. 4 presents
the numerical solutions with 24 elements, while results
with 64 elements are plotted in Fig. 5. The present
results are seen to converge to the analytical solution,
with a mesh refinement. It is obvious that the conven-
tional BIE method fails to provide unique solutions near
k = m,2m---, which is also demonstrated in many ear-
lier works, such as [Yan, Hung, and Zheng (2003)]. The
present BEM-R-[0&¢g]-BIE solutions and exact solution
have a good agreement between with ka up to 8.0. The
accuracy of BEM-R-[0&¢]-BIE is lower than that of the
SGBEM in the coarse model (24 element) as shown in
Fig. 4; however, by refining the mesh size, an acceptable
result can be obtained easily with a comparatively low
computation cost as shown in Fig. 4, by using BEM-R-
[0&q]-BIE. The other method of increasing the accuracy
of BEM-R-[0&q]-BIE is to use higher order Gaussian
Quadrature. The computational costs shown in Tab. 1
are based on the MATLAB code running on the desktop
with 1.5 GHz Intel Pentium IV CPU, and 512MB Mem-
ory. The SGBEM-R-[¢&¢]-BIE is much slower, because
of the double integral evaluation for every element, and
the SGBEM’s code for evaluating weakly singular inte-
grals is more complicated than in BEM [Qian, Han and
Atluri (2004)]. On the contrary, the BEM-R-[¢&¢q]-BIE
only encounters single integral evaluation for every ele-
ment, and therefore, it is faster than the SGBEM.

Table 1 : The comparison of the computational costs be-
tween BEM-R-[0&¢]-BIE and SGBEM-R-[0&¢]-BIE

24 Element | 64 Element

Model Model
BEM-R-[0&qg]-BIE 60 s 378 s
SGBEM-R-[0&q]-BIE | 284 s 1346 s

4.2 Scattering from a rigid sphere

To render the present method to be applicable to scatter-
ing problems, only a small change is necessary to Eq. 17,
as:

- [ b®-sIe x&)ds

CPV
- [ e xgomas @1
0Q

where ¢’ (x) is the incident acoustic potential; and also
a similar change to Eq. 18 is needed. In this exam-
ple, the acoustic scattering of plane incident waves, with
a unit amplitude (e~**¥), from a rigid sphere is consid-
ered. Thereby, ¢ /dn = 0 on the surface of the sphere.
The magnitudes of the ratio of ¢*(x) to ¢’(x), where
d(x) = 0°(x) + ¢’ (x), at r = Sa are plotted against the
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Figure 4 : Dimensionless surface acoustic pressure of a pulsating (24 elements): (a) real part; (b) imaginary part

angle, for one of the fictitious frequencies of the exterior
problem, as ka = m. Four discretization models are used
here, in which N is the total number of element on the
whole sphere, and the analytical solution is computed by
the equation in [Morse, Ingard (1968)].

Fig. 6 is a comparison of the analytical solution and four
element models, in which only regular 8 node quadri-
lateral elements are used. The solutions show that the
method converges, as the number of elements increases,
and the BEM-R-[¢&¢g]-BIE solutions have a fairly good
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Figure 5 : Dimensionless surface acoustic pressure of a pulsating (64 elements): (a) real part; (b) imaginary part

agreement with the analytical solution, with the use of S5 Conclusion
a relatively small number of elements. Moreover, the C°
elements have been demonstrated by this example to give
fairly good results for most values of 0 except near the
forward scattering direction.

The weak-form of Helmholtz differential equation with
vector test-functions (which are spatial gradients of the
free-space fundamental solutions) is employed, as the ba-
sis in the present paper in order to directly derive non-
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Figure 6 : Scattering from the rigid sphere at r = 5a, ka = &; with BEM-R-[¢&¢q]-BIE

hyper-singular boundary integral equations. Thereby,
the difficulties with hyper-singular integrals, involved in
the composite Helmholtz integral equations presented by
Burton and Miller [Burton and Miller (1971)], can be
overcome. Further desingularization of the strongly sin-
gular integrals to the order of O(r~!) is made possible
with the use of certain basic identities of the fundamental
solution of the Helmholtz differential equation for poten-
tial. Therefore, the formulation of the novel weakly sin-
gular [O(r~")] boundary integral equations is based on
the weak-form of Helmholtz differential equation only.
These new weakly-singular integral equations designated
as R-¢-BIE and R-¢-BIE, respectively, are solved by us-
ing direct collocations. The attendant boundary element
methods are desingularized as BEM-R-[¢&¢]-BIE in this
paper. The weak singularities make the present approach
highly accurate and efficient in the numerical implemen-
tation, and the non-uniqueness problem is resolved as
well. Moreover, there is no requirement of smoothness
of the chosen trial functions for ¢ and ¢, and C° continu-
ity is sufficient for numerical implementation.

Fig. 7 compares the element size and wavelength for
achieving accuracies with under 5% and 10% error, in
pulsating sphere problem by using BEM-R-¢-BIE, and

BEM-R-¢-BIE. The error is measured in the magnitude
of the acoustic pressure at r = 5a. For the boundary el-
ement method, and the finite element method, it is well
known that the mesh size has to be less than the wave
length of the acoustic wave, in order to obtain an ac-
ceptable solution. This is shown in Fig. 7. Further
effort will be made in extending the present approach,
using the Meshless Local Petrov Galerkin approach, to
develop MLPG-R-¢-BIE, and MLPG-R-g—BIE, respec-
tively. These MLPG methods are expected to be a good
way to improve the mesh size requirement in the numer-
ical methods for solving the present R-[¢p&¢q]-BIE.

An alternate approach to cope with very high frequency
acoustic radiation and scattering problems is to use the
method of asymptotics pioneered by Ufimtsev [2003] in
electromagnetics, and is being developed in the context
of asymptotics by Ufimtsev and Atluri [2004a, 2004b].
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Figure 7 : Relationship between wave length and element size in pulsating sphere case (a) 5% error; (b) 10% error.
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