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Local Defect Correction for the Boundary Element Method

G. Kakuba', R.M.M. Mattheij’> and M.J.H. Anthonissen’

Abstract:  This paper presents an efficient way to im-
plement the Boundary Element Method (BEM) to cap-
ture high activity regions in a boundary value problem.
In boundary regions where accuracy is critical, like in
adaptive surface meshes, the method of choice is Local
Defect Correction (LDC). We formulate the method and
demonstrate its applicability and reliability by means of
an example. Numerical results show that LDC and BEM
together provide accurate solutions with less computa-
tional requirements given that BEM systems usually con-
sist of dense matrices.
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1 Introduction

In the boundary element method, the solution of a func-
tion on a given domain is expressed as an integral equa-
tion in terms of its values and normal derivatives at the
domain boundary. The boundary conditions are either
Dirichlet or Neumann or both in the case of a mixed
boundary conditions problem. Sometimes the bound-
ary contains small regions of high activity. For exam-
ple, for the Impressed Current Cathodic Protection Sys-
tems solved in Kakuba (2005), the boundary consists
of small active regions there referred to as electrodes.
In Pozrikidis (1992), a solution to a three-dimensional
flow problem with a local region of high activity is also
presented. In all these cases uniform grids have been
used. For better accuracy with such localised regions
of high activity, one usually has to employ a rather fine
grid, either globally or as a composite grid. As discussed
in Pozrikidis (2002), one way to circumvent local de-
creases in the accuracy of the BEM that occurs due to this
local high activity is to use a high density of boundary
elements globally. However, this results into extremely
large systems that are computationally demanding espe-
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cially in the case of BEM where matrices are usually
dense. The advantages that BEM may have over FEM
and FDM are then annihilated. In this paper we show
how to circumvent this by incorporating LDC into BEM
in the case of localised regions that require a high den-
sity of elements. This local high activity might be caused
by the differential operator itself, the forcing terms in the
differential equation, the boundary conditions or by an
irregular boundary. Shiah, Guao and Tan in Shiah, Guao,
and Tan (2005) discuss two dimensional BEM thermoe-
lastic analysis of boundary value problems with concen-
trated heat sources which are often placed at the surface
of the domain for many practical applications. The dis-
cretisation of such problems involves applying many re-
fined elements in the vicinity of the source that leads
to large composite grid matrices. Such problems could
be solved computationally cheaper by using LDC as we
shall demonstrate in this paper.

In Ferket and Reusken (1996), a special case of the LDC
method that was introduced in Hackbusch (1984) is anal-
ysed using finite difference discretisations. In Anthonis-
sen (2001) LDC techniques are well analysed for finite
difference and finite volume methods and some applica-
tions are also discussed. In this article we extend the
LDC method for use with BEM. In general, a uniform
grid can be either too computationally expensive if it is
too fine, or inaccurate, if it is coarse, Ma, Lu, and Ko-
manduri (2005). A non-uniform grid with refinement
can provide accurate results while minimising the over-
all computational time. This is what LDC does. In the
LDC method a fine grid solution is used to overall im-
prove the coarse grid approximation. This is achieved
through a so-called defect correction in which the fine
grid solution is used to approximate the local discretisa-
tion error of the coarse grid. We give a brief development
of the BEM and explain local defect correction. We com-
bine BEM and LDC in an algorithm that we shall call a
BEM-LDC algorithm. Numerical experiments are car-
ried out using a suitable example and results discussed.
The results show that we can reduce the complexity of
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the solution method by at least a factor two while keep-
ing a good accuracy. For instance, in the particular case
of the problems that have been solved in Kakuba (2005),
the use of BEM-LDC would reduce the complexity by at
least a factor 40!

The paper is built up as follows: in the next section, Sec-
tion 2, we give a brief description of BEM and explain the
LDC algorithm for BEM. In particular, in Section 2.1, a
brief account of BEM formulation is given. The local
problem and local defect are explained in Sections 2.2
and 2.3 respectively. In Section 2.4, we describe defect
correction and present the BEM-LDC algorithm. Sec-
tion 3 brings all the previous sections together by dis-
cussing some numerical experiments and their results.
The last section, Section 4, will be devoted to conclu-
sions.

2 Boundary Element Method with Local Defect
Correction

In this section we explain the development of the BEM-
LDC algorithm. A brief description of the BEM formu-
lation is presented. We give an account of the LDC tech-
nique and then show how we combine BEM and LDC
together to get a better solution to a boundary value prob-
lem.
2.1 Boundary Element Method, a First Approxima-
tion of the Solution

Let us consider the potential problem governed by the
Laplace equation and given by the boundary value prob-
lem

VZu(r)=0 reQ,
u(r)=gi(r) r €0Qy, (1)
Ju

\ %(r) = q(r) = gz(r) rec BQ\th

where 0Q denotes the boundary of the problem do-
main . For a smooth boundary, the integral equation
is, see Paris and Canas (1997), Pozrikidis (1992),

1 v,
Sulr) :/aQu(r’)a—(r’,r)dS(r’)

_/a w(r'; r)g—( "dS(F), r€0Q. @)
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The surface 0Q is divided into N elements; in this pa-
per we use constant triangular elements. Thus, on each
of the elements i = 1,2,...,N, we assume that the func-
tions u and g remain constant. We introduce the notation
u',q' and 0Q; to denote u(r;),q(r;) and the j—th triangle
respectively. Discretising Eq. (2) and letting the fixed
point r to be the collocation point at element i, we get

—u—Zu’/

(r';ri)dS(r)

:—Zq/ v(r'sr;)dS(r'). 3)
Q;
Writing (3) for all the elements i = 1,2, ..., N, the result-
ing equations can be written in matrix form as
Fu= qu (4)
where

.1
Ej:Ej_Eljv 7/ rrl dS( ) (5)
and
Gij= /a V(') dS(F). ©)

J

Applying boundary conditions to (4) results into the sys-
tem

=pH

H

ARxH (7)
where x"' contains the unknown values of u and g. Solv-
ing this system gives us an initial approximation x§'. The
superscript H denotes the solution on a coarse grid (grid
size H). Therefore x}] is the initial solution in the nodes
when we have a coarse mesh everywhere.

Now assume that the continuous solution u of Eq. (32)
has a high activity region in some (small) part of the do-
main boundary. This high activity of u may be captured
by discretising Eq. (2) on a composite grid. To this end,
we choose 0Q; C dQ such that the high activity of u is
contained in 9Q;. In dQ;, we choose a local fine grid
(grid size h), which we denote by BQ{‘. The fine grid is
chosen such that 9Q" N9Q; BQ{‘, i.e., element nodes
of the global coarse grid that lie in the area of refinement
are nodes of the local fine grid too.

When Eq. (2) has been discretised and solved on a coarse
grid, and when an area of the coarse grid has been re-
fined and a local solution has been calculated on the finer
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grid solution, we can use the local fine grid to update the
coarse grid approximation.

Suppose x* is the exact solution, then substitution in Eq.
(7) would give

Allx* =p +d" ®)
where the defect d™ is a vector of the local discretisation
errors. If we knew the values of the defect d¥, we could

add them to the right hand side of Eq. (7) and solve this
system of equations to find the exact values of # and ¢ in

).
2.2 The Local Problem

Since the exact solution is normally unknown, we cannot
calculate d! in Eq. (8). What we can do though is to
use the approximation calculated on the local fine grid to
estimate d™! for those grid elements of the global coarse
grid that lie within d€;. To formulate the local problem,
we form a composite grid wherein we have a fine grid
in the local region whereas we maintain the coarse grid
elsewhere. We then apply the discretised integral equa-
tion Eq. (3) to the composite grid. Therefore, in Eq. (7),
we now denote the operator A" as AHh and the vectors
x and bY are split in such a way that we can write,

Kt g
v )=% )

where the subscripts ¢ and 1 are used to mean that x!! is
the solution vector in the nodes that lie outside the (local)
active region where we have the coarse mesh and X{‘ the
solution in the nodes that lie in the local region where we
have the fine mesh. Analogously, let us split the operator
AHN 5o that Eq. (9) can be written as

€)

ALCBE) () (o
[C{‘j‘ A%][X%‘]_[f?]' 10
From Eq. (10) we extract two equations:
Ci'x¢ + AN =1, (11a)
Al + B =1, (11b)

Having added more elements in the local region, see
Figs. 1 and 2, we rewrite Eq. (11a) in the form

Alx! = — ", (12)
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Fig. 1 : A composite grid discretisation: The thick con-
tinuous rectangle encloses the active region, the large
dots on the shaded triangles indicate nodes that belong
to dQf. The thick dashed mesh shows the triangles of
the coarse grid that belong to the active region.

| o

H H/2
(a) Coarse

H/7
(b) Fine
Fig. 2 : At each refinememnt step, a coarse triangle is
divided into four.

We split the initial global coarse grid solution X(I;I in the
form (XEO X{_{O] where x! is the solution in the nodes
of the global coarse grid that lie outside the local region
and Xﬁo is the solution in the nodes of the global coarse
grid that lie in the local region. Similar vector partition-
ings in the sequel are analogously defined. We then sub-
stitute x1) for x!! in Eq. (12) and hence obtain the fol-
lowing system of equations for the local problem:
Abxly = — <) = bl (13)
Thus we form a local problem in such a way that outside
the local region, the solution is known and is the global
coarse grid solution. This results in a smaller system that
is cheaply solved to yield the local problem initial solu-
tion X{‘_O , which is the solution in the nodes of the com-
posite grid that lie in the local region where we have the
fine mesh.

The refinement strategy is similar to that discussed
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in Ferket and Reusken (1996) where it is referred to as lo-
cal uniform grid refinement. The mesh size of the global
coarse grid is chosen in agreement with the smooth be-
haviour of the solution outside the high activity region.
Besides a global grid, a local grid is used which is also
uniform. The local grid covers only a small part of the
domain and contains the high activity region. The grid
size of this local region is also chosen in agreement with
the behaviour of the solution in that region. Ideas are
also drawn from the refinement strategy used in Boersma,
Kooper, Niewstadt, and Wesseling (1997) where they
discuss local grid refinement in large-eddy simulations.
The purpose of local grid refinement is then to obtain a
better resolution of turbulence in areas which are consid-
ered critical in terms of the total flow problem.

2.3 The local defect

In the constant elements discretisation, the values of the
functions on a particular element are associated with the
centroids of the triangles which are called nodes. Let k&
denote a triangle node. Let us partition the elements of
the coarse grid as

oo =9ql uoH,

where 0Qf! := {k € 9QH |k € 9Q;}, 0Q! := 9QM\0Qf}.
If u* and ¢* denote the exact values of u and g respec-
tively, then we would have the local discretisation errors
given by, from Eq. (3),

(14)

N v
d; = .luj/aQ%(r’,rl)dS(r’)
j= J
ul / / 1
— 3 v(r'sr;)dS(r') — u;
Zaj [, v asw) -3
1 N

M=
=

~.
Il
—

M=

N
Fl-ju;‘- — Z q}k-Gij,l'i S BQH
=

15)

~.
Il
—

Applying boundary conditions, Eq. (15) yields
N

di = Z Al-jx;‘- —
j=1

If we write Eq.(16) for all r; € Q! we obtain the fol-
lowing local defect on Q! in vector form

bi, ri€oQH. (16)

dl! = AllxiH _pl, 17)
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Here, x*H is the projection on 0QH of the exact solution
and the subscript 1d is used to denote local defect. We
can partition the matrix A}l into the form

A= (c A
so that we have

dH

") (18)

Crx M +Af'x — b, (19)

*H *H

= (Xl X

*H

where x . and x’! are the pro-

] and x;!!
jections of x*H onto 9Q!! and 9Q!! respectively.
Since we do not know the exact solution x*, we cannot

calculate d{{ using (19). What we can do though, is to use
the approximation XRO calculated on the local fine grid to

estimate le. Using Eq. (19), we find

dH - C1 ,C c +A{{xl*H - b{{
~ Cl,c c,0 +A{{RH’hX{1,O - b{{
=dj}. (20)

Here we have introduced the operator R which is the
restriction from 9Ql onto 9Q}.

2.4  The Defect correction and the BEM-LDC Algo-
rithm

In light of Eq. (19) and Eq. (20), we partition the matrix
A in Eq. (7) into the form

B, Al
The vectors x and b* are also partitioned accordingly
so that Eq. (7) can be rewritten as

(5 %) ()0 )

B, Al

Using Eq. (20) we find an estimate of the local discretisa-
tion error of the coarse grid discretisation at all points of
0Ql. Therefore, we can update the coarse grid approx-
imation by placing the estimate in Eq. (20) at the right
hand side of the coarse grid Eq. (7) or Eq. (22). This
leads to the coarse grid correction step to find X?,i =1,
on the coarse grid:

2D

(22)

AHxH — bH
i b +af. i

bH
[CH HO—|—AHRHh ]

lcc

(23)
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In Anthonissen (2001), it is shown that it might be ben-
eficial to use the estimate Eq. (20) not at all nodes but
exclude those that lie close to the interface between the
active region and the rest of the boundary. However in
this paper this idea has not been used. Once we have
identified the active region, we refine it all and calculate
the defect there without putting distance between it and
the rest of the boundary. Because Eq. (23) incorporates
estimates of the local discretisation error of the coarse
grid discretisation, the new solution x!! is assumed to be
more accurate than XOH. Hence a solution based on the
new approximation x}! provides a better boundary condi-
tion for the local problem. A better solution on the local
fine grid can be found as before by solving Eq. (13) with

X{‘J. In summary we have the following algorithm:
Algorithm 1, BEM-LDC Algorithm
e Initialisation

— Solve the basic coarse grid problem Eq. (7)

— Solve the local fine grid problem Eq. (13)
withi = 0.

e [terationsi=1,2,...

— Solve the updated coarse grid problem Eq.
(23)

— Solve the local fine grid problem Eq. (13)
3 Numerical experiments

3.1 Test example

Consider the following exterior potential problem:

V2u(r) =0 reQ=R\Q,
1
M(r) = ; rec aQ\aQ], (24)
ou Jd (1
| S =at =< [;] reoq,,

where u(r) behaves at most as O(R™!) as R — oo, R the
distance from a point on dQ U dQ;, and

r:H"—"OHa":(xa)’aZ)a (25)
OF = {rre [0,4]x [0,10] x [0,6]} 26)
0Q; = {r:x=4.0}, (27)

131

u=1/r. (28)

That is, for this problem we know the analytic solution
and we can therefore compute the errors. Let e =u—1,
where @ is the numerical solution and u the exact so-
lution, denote the error vector in estimating u. In Eq.
(25), letro = (3.7,5.0,3.0). Solving the problem on the
coarse grid using BEM with a uniform distribution of el-
ements, we find that ||ep||.. = 0.5544 for H = 1.0 (496
elements) whereas ||ep||.. = 0.2589 for H = 0.5 (1984
elements), where eg = u—y. Using the BEM-LDC al-
gorithm with A = 0.5, the updated coarse grid solution
error is ||e;||. = 0.1385677. This is a good promise.
Fixing ro = (3.7,5.0,3.0) creates a region of high activity
on the surface dQ around the pointr = (4.0,5.0,3.0). Let
the local active region be

Q) =
{(x,9,2) :x=4.0,4.0<y<6.0,2.0<z<4.0}. (29)

To futher analyse results of the BEM-LDC algorithm, we
have increased the activity by setting ro = (3.9,5.0,3.0)
and solved the boundary value problem Eq. (24). The re-
sults obtained are presented in Tab. 1 and in figures Fig. 3
to Fig. 6. The figures Fig. 7 to Fig. 10 show the evolution
of the grid used in this example. The matrix size of the
coarse grid problem is 496. The matrix size of the local
problem is denoted S; and Nf, the number of coarse grid
elements in the active region, is 8.

Tab. 1 : Uniform coarse grid errors (||ef||..) and errors
after the first, second and third iterations of the BEM-
LDC Algorithm, NI = 8.

H 1.0 1.0 1.0

h 0.500 0.250 0.125
llef]] | 1.416616 | 1.416616 | 1.416616
|lei]]« | 0.747629 | 0.395171 | 0.393202
||e2]] | 0.740818 | 0.394991 | 0.392970
||es]] | 0.740818 | 0.394989 | 0.392966
S 32 128 512

In Tab. 1, using a uniform grid would have resulted into
a system of size 1984, 7936 and 31744 respectively for
h=10.5,0.25 and 0.125! In the case of a composite grid
solution, the systems would have sizes 520,616 or 1000
respectively. We note from the table that the algorithm
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Global coarse grid solution error
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Fig. 3 : Uniform global coarse grid error on the surface
{(x,y,2) :x=4.0,0<y<10.0,0 <z<6.0}.

Updated global coarse grid solution error
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y

0.25
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1
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Fig. 5 : Updated global coarse grid error on the surface
{(x,y,2) :x=4.0,0<y<10.0,0 <z<6.0}.

converges in one step which involves solving two global
coarse grid size problems and one local problem.

Let N be the size of the global problem and M the size
of the local problem. We assume that the local region
is only a small part of the domain such that N — N ~
N, i.e., Nf < N. For example, in our experiments,
N =496 and N!! = 8. The operational count for LU-
decomposition is %N3 for a size N matrix. After refine-
ment, we have a composite problem of complexity

1 8
g(N +M)} ~ §N3 if M~ N. (30)
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Local solution Error
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Fig. 4 : The local problem solution error in the local
active region {(x,y,z) : x =4.0,4.0<y<6.0,2.0<z<
4.0}

Updated global coarse grid solution error
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Fig. 6 : The updated global coarse grid solution error
ploted on the same colour scale as in Fig. 3 and Fig. 4.

The BEM-LDC algorithm converges in one step and has
total complexity

1 1
2-—N3—|—§M3 ~ N°.

3 (€29)

Comparing Eq. (30) and Eq. (31) clearly shows that the
BEM-LDC algorithm is at least twice less complex than
solving the composite problem.

With the same coarse grid problem, if we were to refine
globally in the same procedure as illustrated in Fig. 2,
then achieving a grid of H= 0.125 would result in a sys-
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= 4

Fig. 7 : Uniform global coarse grid of size H=1.0, only
three faces shown for clarity. The active region on the
face x = 4.0 is marked with the thick rectangle.

6

Fig. 9 : The composite grid on the face x = 4.0 with the
active region refined to a grid of size h=0.25.

tem of size 128N with a complexity of (128N)3. An-
other pay-off when we use the BEM-LDC algorithm is
the lesser need for memory. This is even more vivid
when we weigh BEM-LDC over uniform global refine-
ment. Even for a simple model problem on a PC with
512MB, H= 0.5 is the minimum yet on the same PC we
could go up to h=0.125 using the BEM-LDC algorithm.
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Fig. 8 : The composite grid, only the face x = 4.0 is
shown. The active region has been refined to a grid of
size h=0.5.

6

0 1 2 3 4 5 6 7 8 9 10

X y

Fig. 10 : The composite grid on the face x = 4.0 with
the active region refined to a grid of size h=0.125.

3.2 Practical example, the ICCP problem

In this section we solve a model problem of the Im-
pressed Current Cathodic Protection (ICCP) system
problem using the BEM-LDC algorithm. The results are
compared to the solution obtained using a uniform grid.
The ICCP is a system to prevent bare steel surfaces from
corroding. One popular area of application is in sub-
marines. Electrodes are attached to the surface of a ship
and current flowed from and to the ship through water by
applying a potential at these electrodes, see Fig. 11.
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4 ' propellor axis
§ insulating shield

Fig. 11 : Part of a ship’s surface for which ICCP is em-
ployed showing an electrode.

The current reverses the electrolysis reactions thus pre-
venting corrosion. One is interested in calculating the
potential and/or the electric field distribution in the wa-
ter. In its simplest form, the problem is modeled as an
exterior potential problem as follows. The ship is repre-
sented as a box with two small surfaces to model the elec-
trodes. The box is then assumed to be totally submerged
in water whose conductivity is assumed to be uniform.
Apart from the electrodes, the rest of the ship’s surface is
painted and assumed to be perfectly insulating. We solve
the problem with linear boundary conditions. Potentials
u, and u, are assumed at the anode and cathode respec-
tively. The potential in the water satisfies the Laplace
equation. In summary we have the following model: Let
u be the potemtial outside the box and r the position vec-
tor at a point in space, then

Vu(r)=0 reQ,
u(r) = ug r€oQy,
(32)
u(r) = u, r € o,
ou
ﬁ(r) =q(r)=0 reodQ\{0Q;UdQ,},

where,

Q=R\Q"

Q= {r:ref0,4] x[0,10] x [0,6]}
0Q ={r:1<x<3,y=10,2<z<4}
0 ={r:x=42<y<42<z7<4}
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Fig. 12 : The potential and the normalised electric field
vectors. The colour variation denotes a variation in the
electric field strength for the arrows and the potential size
on the box surface.

Thus we have steep gradients of the potential only at
the electrodes. Let u, = 0.5 and u. = —0.5. The dis-
cretisation used is similar to the one in the first example
above. The electric field distribution calculated is shown
in Fig 12.

For the purpose of this paper details of the electric field
calculation are omitted. In Tab. 2 we compare results
obtained using uniformly refined grids to those of the
BEM-LDC algorithm taking the anode as the active re-
gion. From the table we see that the results of the BEM-
LDC algorithm are in agreement with those of uniformly
refined grids in capturing the highly changing potential
gradients.

4 Conclusions

In this paper we have presented an LDC technique for
the BEM. LDC is an iterative process suitable for ef-
ficiently solving problems characterised by a region of
high activity that covers a small part of the boundary
for the physical domain. Examples are the Impressed
Current Cathodic Protection problems such as those dis-
cussed in Kakuba (2005) and the thermoelastic problems
discussed in Shiah, Guao, and Tan (2005). The prob-
lem is first solved on a global coarse grid, the computed
coarse grid solution forms part of the boundary condition
for a local problem defined in the active region where a
more accurate solutionis computed using a fine grid. The
global coarse grid solution and the local fine grid solu-
tion are combined in a special way in an iterative man-
ner through defect correction to improve the first coarse
grid approximation. The new coarse grid approximation
can in turn provide a boundary condition for a new local
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Tab. 2 : Application example results: The solution at selected nodes on the surface. Nodes 1,...,7 are respectively
(4.0,1.33,2.67), (4.0,0.67,3.33), (4.0,3.33,2.67), (4.0,2.67,3.33), (4.0,5.33,2.67), (4.0,4.67,3.33), (4.0,6.67,3.33).
The BEM-LDC algorithm has been used with local problems of grid size h.

solution BEM-LDC solution
node | x on uniform grid with H=2.0
as coarse grid
H=2.0 | H=1.0 | H=0.5 | h=1.0 h=0.5
1 u | 0.1593 | 0.1749 | 0.1868 | 0.1068 | 0.1061
2 |u|0.0995 |0.1084 | 0.1141 | 0.0661 | 0.0657
3 q | -0.5057 | -0.3539 | -0.3399 | -0.3443 | -0.3506
4 | q|-0.5042 | -0.3532 | -0.3392 | -0.3467 | -0.3389
5 u | 0.0948 | 0.1064 | 0.1129 | 0.0594 | 0.0595
6 |u|0.1558 |0.1729 | 0.1851 | 0.1018 | 0.1020
7 u | 0.0383 | 0.04396 | 0.0462 | 0.0186 | 0.0186

problem. The process is repeated till convergence, which
is in general very fast. Results of numerical experiments
show that BEM-LDC can achieve the same accuracy as
a uniform grid solver whose grid size coincides with that
used in the local problem of BEM-LDC algorithm. But
BEM-LDC guarantees a lower computational cost than
the uniform grid solver.
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