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Development of Heat Input Estimation Technique for Simulation of Shell
Forming by Line-Heating
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Abstract: A new hypothesis regarding heat
transmission during line heating is proposed. It
states that the distribution of the temperature of
the gas adjacent to the plate, Ti;, and the over-
all local heat transfer coefficient, o/, depend only
on the distance from the torch. An identification
technique for 7 and o is developed. The valid-
ity of the employed hypothesis and the proposed
technique is demonstrated by comparing the mea-
sured and identified 7; during a spot heating test.
The plate temperature calculated by direct heat
conduction analysis closely approximates the one
measured for the spot and line heating tests, when
T and « identified from the spot heating test are
used as the thermal boundary conditions. This
indicates that heat transmission can be estimated
for any desired plate shape, dimension and torch
movement history, based solely on the spot heat-
ing test results.

Keyword: Heat flux, Heat transfer, Inverse heat
conduction analysis, Laser induced fluorescence
technique, Temperature estimation, Line heating.

1 Introduction

Flame line heating is an effective method for
forming flat steel plates into three-dimensional
shapes for ships and other structures. However,
this technique requires skilled workers who are
now in short supply. Hence the urgent need to
automate this process.

The problem of flame forming of metal plate can
be separated into two sub-problems: the heat
transmission problem and the elasto-plastic defor-
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mation problem. In fact, the solution of the first
problem is a prerequisite to approaching the sec-
ond one.

Some reports on the heat transmission problem
during line heating have been published to date.
Moshaiov and Latorre (1985) studied the temper-
ature distribution of a plate using a distributed
heat source moving along the plate surface. Tsuji
and Okumura (1988) found that the heat flux dis-
tribution could be expressed approximately by
the superposition of two Gaussian distributions.
Terasaki, Kitamura and Nakai (1999) proposed
a predictive equation for the thermal cycle dur-
ing the line heating process. Jang, Seo and
Ko (1997) proposed a heat flux estimation method
based on the inherent strain concept, while Yu,
Anderson, Maekawa and Patrikalakis (2001) de-
veloped a semi-analytically determined thermal
model which incorporates the effects of heat loss
and a distributed moving heat source.

Very slow torch speed heating and repetitive heat-
ing are frequently employed in the final finishing
stage of the plate forming process. An accurate
temperature calculation technique for these heat-
ing procedures has to be established to accom-
plish the automation of the line heating process.

In the conventional studies listed above, the heat
flux distribution around the torch is assumed to re-
main unchanged with time. This approximation is
not sufficient for very slow torch speed and repet-
itive heating cases. In these cases, the plate face
temperature directly below the torch rises sub-
stantially over time. This results in a decrease of
heat transfer, which makes the heat flux change
with time.

Conventional theories cannot be applied to these
cases, so it is necessary to develop a new theory
suitable for a wide range of applications, on the
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basis of the true nature of heat transmission be-
tween the flame and the plate.

The change in the heat flux can be calculated by
thermal fluid and heat transfer simulations. Sawa-
mura, Tomita, Osawa and Hashimoto (2002) de-
veloped a combustion model suited to the ther-
mal fluid simulation of line heating process, and
showed that the measured and estimated gas tem-
perature agreed well. Shin and Woo (2003) pro-
posed a numerical procedure which comprised a
non-combustion thermal fluid analysis and an iter-
ative heat conduction analysis to estimate the heat
transfer rate during a spot heating test. The nu-
merical thermal fluid simulation needed in these
approaches takes a very long time, and there may
be cases where the calculation lacks robustness.
It is necessary to develop an alternative method
which does not need thermal fluid simulations.

2 Estimation of Heat Transmission between
the Combustion Flame and the Plate dur-
ing Spot Heating

2.1 Changing nature of the gas temperature
field during spot heating

Tomita, Osawa, Hashimoto, Shinkai, Sawamura
and Matsuoka (2001) measured in detail the tran-
sient 3-dimensional gas temperature field within
the combustion flame during spot heating tests
by a high performance laser induced fluorescence
(LIF) measurement system. LIF is one of the most
practical laser diagnostics in combustion analysis
(Eckbreth (1988)).

They found that the temperature distribution re-
mained unchanged with time regardless of a sub-
stantial temperature rise of the plate face. From
this, one can hypothesize that the thermal-flow
field of the heating gas becomes stable in an ex-
tremely short time, and remains unchanged during
spot heating. This means that the temperature of
the gas adjacent to the plate (strictly speaking, the
temperature at the point adjacent to the boundary
layer), Ti;, can be considered to remain nearly un-
changed with time.

The above result also leads to the assumption that
the change in the thermal-flow field within the
boundary layer is small, and that in this case the
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local heat transfer coefficient is nearly constant.

Heat transmission between the gas flame and the
plate consists of heat transfer and radiation. For
simplicity, let us assume that heat transfer pre-
dominates. Given that, one can postulate that the
entire heat transmission can be approximated as
heat transfer, and the overall local heat transfer
coefficient, ¢, remains unchanged with time.

From the above discussion, a hypothesis that T
and o are time independent and that they depend
only on the distance from the torch can be estab-
lished. This hypothesis leads to a linear relation-
ship between flux q and heating face temperature
Ts as

q(t;r) = —o(r)Ts (t;7) + o (r) T5(r), (1)

where, ¢ is time and r is the distance from the
torch.

Time histories of plate back surface temperature,
Ts(t;r), can be measured during a spot heating
test. Time histories of flux and heating face tem-
perature, ¢(t;r) and Ts(z;r) can be estimated by
inverse heat conduction (IHC) analysis from the
measured 7. Using Eq. (1), T6(r) and o(r) can
be identified by a linear regression analysis on the
relation between ¢(z;r) and Ts(¢;r). Heat trans-
mission and plate temperature during spot heat-
ing can be calculated when we analyze heat trans-
fer and heat conduction using the identified 7¢(r)
and a(r). Hereafter, we call T;(r) and o(r) “the
heat input parameters”.

2.2 Identification of the heat flux during spot
heating

Let us imagine that the spot heating test is per-
formed using a thin circular steel disk, which is
heated by a gas torch fixed at the center. The heat
flux on the heating face of the disk is both space-
and time-variable. The distribution of the flux can
be identified by IHC analysis. There have been
varied approaches to IHC problem (e.g. Chang,
Liu and Chang (2005), Ling and Atluri (2006),
Liu (2006), Liu, Liu and Hong (2007)). In this
study, sequential function specification scheme is
employed. The spatial variation of q at time t is
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described by a Fourier cosine series as

Zk 1Q’<

cos (kzr/2r0) + Qo (). (2)

We examine the quantities at discrete time, t; (i =
1,2,...), and back surface temperature histories
are measured at points S; (I = 1,...,N). Y/ is the
back surface temperature at location S; and time
ti,and Q} (k=0,...,K; i=1,2,..) is the value
of Oy in Eq. (2) at time #;. Beck, Blackwell and
Clair (1985) showed that Q}'c can be identified by
the following procedure.

T(’(‘)”)J[i (i=1,...,m) is the calculated back surface
temperature at location S; and time #,,; for the
case where all O, (k =0,1,...,K) become zero
after r);. The first derivatives of back surface tem-
peratures with respect to Qy (k =0,1,...,K) are
called sensitivity coefficients.

The sensitivity coefficient for the back surface
temperature at location S; and time fy74;4,, With
respect to Q; is represented by Ax) Ax) can
be calculated by substituting T(M)J” from the back
surface temperature at location S; and time #yy,
for the case where Q) = 1 and all other flux com-

ponents are zero.

Oy attime ty;4;— can be identified by the equation
below:

{0} =
(X)) + A1) XD () = {To)})
(3)
where, {¢}, {Y} and {T'} are,
:LQ07"'7Q/[‘(47 7QM+m 17 R 1[\<4+m—lJT
Y= [y oy ey
{T )=
T
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4)

and the (mN) x (m(K + 1)) matrix [X] is given as

9
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follows,
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x| ] a] o “
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min Eq. (5) is the number of the future times used
in the calculation.

The (m(K + 1)) x (m(K + 1)) matrix [H] is the
regularization matrix. A is the regularization pa-
rameter. [H] is chosen so that it controls the fluc-
tuation of the time-derivative of O, and it is given

i) 20 ) 0

H] = RS R O
o [
o 0]

where, (K+1) x (K + 1) matrix [i2] is

1 0

[ia] = o , )

0 0

and [0]isa (K+1)
The values of T(’(‘)”)J[i_l in Eq. (3) and the sensitiv-
ity coefficients A§lj) in Eq. (5) can be calculated
by direct heat conduction (DHC) analysis. When
the temperature distribution in the plate at time 7,
is known, T(’(‘;’)J;i (I=1,...,N;i=1,...,m)can be
calculated by assuming Q; =0. (J =0,...,K).
A§lj) can be derived from the calculated back sur-
face temperature for the case where Q; = 1.0 in
the duration between ty,4; and 4,1 and other
flux terms of Eq. (2) are zero. From T(’(‘)"')J]”'_1

X (K +1) zero matrix.

and A§lj) obtained by the procedure above, to-
gether with the measured back surface tempera-
ture Y,M *ijtis possible to identify Q; in the dura-
tion between f74; and tyr1i+1, OY (J =0,...,K),
by Eq. (3). The temperature distribution at time
ty+1 is calculated by DHC analysis using these
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identified Q). Repeating this operation, both the
plate temperature and the flux on the heating face
at the time 3y, ; (i = 1,...,m) are calculated.
q(t;r) and Tg(t;r) in Eq. (1) are derived by the
above procedure, and the heat input parameters,
the temperature of the gas adjacent to the plate
T (r) and local (overall) heat transfer coefficient
o/(r), can be identified.

3 Identification of Heat Input Parameters
during a Spot Heating Test

3.1 Heating apparatus and steel plate temper-
ature measurement system

A circular mild steel disk of diameter d=300mm
and 6mm thickness, shown in Figure 1, is ar-
ranged horizontally and a torch with a #3000 noz-
zle is positioned above the disk. The distance be-
tween the nozzle and the plate is 20mm. The back
surface of the disk is coated with a heat insulat-
ing material, and the center of the plate is heated
by an oxyacetylene flame. The pressure and the
flux are 0.38MPa and 40 I/min for acetylene, and
0.85MPa and 39 I/min for oxygen.

The time histories of the plate back surface tem-
perature are measured by K-type thermoelectric
couples with a sheath diameter of 0.1mm welded
on the plate back surface. The outputs of ther-
mocouples are recorded on a personal computer
every 0.5 sec.

As shown in Figure 1, the points at which the back
surface temperature is measured are arranged in a
radial direction from the center to a point 104mm
away from the center. Hereafter, r denotes the dis-
tance from the center. The intervals of the points
are 4mm up to the point at which r=40mm, and
8mm for the points at which r>40mm. For r>0,
the average of two measurements for the same r
is taken as the representative value. In the experi-
ment, heating ceases within about 5 seconds.

3.2 LIF measurement system

The thermal field within the combustion flame is
measured by the LIF system developed by Mit-
subishi Heavy Industries, Ltd. (Deguchi, Naka-
gawa, Ichinose and Inada (2000)). Temperature
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0=r=40mm:4mm pitch
Omm=r= 104mm:8mm pitc

Figure 1: Arrangement of thermocouples for spot
heating tests

measurement is undertaken by means of a dual
wavelength LIF method using NO.

In the present study, for the fluorescent prop-
erties of NO (Reisel, Carter and Laurendeau,
1992), the two excitation wavelengths of 226.8nm
(P2(4.5)+ Q12(4.5) + P2(2.5) 4+ Q12(2.5)) and
224.178nm (Q1(38.5) + 02(39.5)) are selected as
being suitable for the 1,500~2,500K central re-
gion of the flame temperature range. Figure 2
presents a schematic view of the LIF temperature
measurement optical system.

Target Burner
Beam Dump [} Eud Mirror

Filter + Lens

Mirror Assembly ——

ICCD Camera 1 Correction Bumer

Cylindrical Lens

Beam Combiner
ICCD Camera 2

Laser Beam

| Signal from
- o

Correction Burner
:l“m Signal from
Target Burner

Figure 2: Optical setup of LIF measurement sys-
tem

ICCD Camera Image

A YAG laser-excited dye laser (YAG laser: GCR-
250, dye laser: PDL-3, wavelength converter:
WEX-3, Spectra Physics, dyes: Rhodamine 590
and Rhodamine 610) is set to the absorption
wavelength of NO, and is operated at 10Hz. Laser
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light is coaxially aligned using a beam combiner,
and is then directed to the intensity distribution
correction burner and plate bending burner. Imag-
ing of the fluorescence from each of the flames
is detected via mirrors using two ICCD cameras
(Flame Star III, LA-VISION). The upper half and
lower half images are then merged, and the inten-
sity distribution is measured. The laser appara-
tus and the image capturing timing are controlled
using a delay generator (DG535, SRS). The cap-
tured images are then transferred to a computer
and flame temperature is calculated.

The LIF measured region is 81.9mm in width and
19.8mm in height, and the distance between the
plate face and the bottom of the region is 0.5 mm.
The space resolution of the captured image is 0.51
mmx0.5Imm. In LIF measurement, laser expo-
sure is for 0.4 seconds, and images are captured
every 2 seconds. Measurement is initiated imme-
diately prior to the setting of the ignited torch at
the designated point.

As in the experimental results obtained by Tomita,
Osawa, Hashimoto, Shinkai, Sawamura and Mat-
suoka (2001) and Deguchi, Yamaura, Kawano,
Tsubouchi, Tomita, Osawa, Hashimoto, Shinkai,
Sawamura and Sugiyama (2002), it is found that
the moving time-average of the measured gas
temperature at each point within the flame re-
mains almost unchanged through the spot heating
test. That is, the averaged thermal-flow field be-
comes stable in an extremely short time.

3.3 Identification of flux and plate heating face
temperature

Though the temperature should be the highest at
the center, the measured back surface tempera-
tures at the location r=0, 4mm are lower than that
at r=8mm. It is supposed that an excessive heat
input causes the slowdown of the response of the
thermocouples near the center. Because of this,
the temperatures at =0 and 4mm are not used in
IHC analysis.

The number of terms of the series K in Eq. (2) is
set to 6. rp is set to the radius of the disk, d/2.
The number of the future times m is set to 4. The
regularization parameter A in Eq. (3) is chosen so
that the Euclid norm of the regularization matrix
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is 1/10 as large as that of the sensitivity term.

T(’(‘;’)J[i_] in Eq. (3) and AYJ) in Eq. (5) are calcu-
lated by axisymmetric finite element (FE) DHC
analysis. The temperature dependencies of the
material properties shown in Figure 3 are used.
DHC analysis is performed by an in-house ax-
isymmetric thermal FE code. The FE mesh and
its dimensions are shown in Figure 4 and Table 1.
The FE model comprises 4 node isoparametric
quadrilateral elements, and the back surface is as-

sumed to be adiabatic.
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Figure 3: Temperature dependency of the thermal
material properties
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®

Figure 4: Axisymmetric FE mesh used in DHC
analysis

The initial temperature is 300K. The convective
heat transfer between plate and air is evaluated at
the outer end, and its coefficient is 480 W/(m?K).
In time integration, iterative calculation by New-
man’s method is repeated till the residual temper-
ature norm becomes less than 10~ times as much
as the nodal temperature norm. The numerical
damping is 0.01, and the time increment is in the
region of 104 ~ 5 x 1072 sec.

The coefficients Oy of Eq. (2) at time #;, Q}'c are
identified by Eq. (3). Heat flux distribution at



48 Copyright ©) 2007 Tech Science Press

Table 1: Model dimensions of the FE mesh for
DHC analysis of the spot heating tests

Model dimensions 0.3 x0.006 (m)
Num. of Elements 40x40x 6
Max./Min. element | 3.44/13.8 (x10~3m)
size in x dir
Max./Min. element | 3.44/13.8 (x 10 3m)
size in y dir
Max./Min. element | 5.04/16.8 (x10~*m)
size in z dir

time #;, g(t;;7), is given by substituting these coef-
ficients into Eq. (2). Heating face temperature
distribution at time #;, Ts(t;r), is calculated by
DHC analysis using the identified g(#;; r) as a ther-
mal boundary condition.

Figure 5 and Figure 6 show the identified dis-
tributions of flux g(#;r) and plate face tempera-
ture Ts(t;;r) at time r=0.5, 1.0, 1.5, 2.0 and 2.5
sec. It is found that instability is well controlled,
and q and Ty are the highest at the center. q de-
creases and T increases with time, except at time
t=0.5sec, at which point the thermal-flow field is
in a transient state.

Figure 7 shows the relationship between g and Ty
obtained by the regularized analysis. According
to Eq. (1), g decreases as Ty rises, and a linear
relationship is established between them. Figure
7 shows that such linear relationship is established
after approximately #=1.5sec.

The result obtained supports the hypothesis (out-
lined in the previous section) that the entire heat
transmission can be treated as heat transfer, and
the overall local heat transfer coefficient, o, re-
mains unchanged with time.

3.4 Identification of the heat input parameters

The time-independent heat input parameters, the
temperature of the gas adjacent to the plate 7i; and
local overall heat coefficient ¢, can be identified
by performing a linear regression analysis on the
relation between ¢(z;r) and Ts(¢;r) using Eq. (1).
There is no steep temperature gradient in the ver-
tical direction in the vicinity of the bottom end of
the LIF measurement region (0.5 mm above the
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Figure 5: Distributions of heat flux identified by
an inverse heat conduction analysis
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Figure 6: Distributions of plate face temperature
identified by an inverse heat conduction analysis

plate face). This indicates that this region is on the
outer side of the boundary layer, and that the gas
temperature at the bottom end is almost equal to
the temperature at the point adjacent to the bound-
ary layer, 7g.

Figure 8 shows the distributions of the identified
and measured 7;. The measured 7 is the gas
temperature on the bottom end of the LIF mea-
surement region, and the identified 7 proves to
be largely in agreement with the measured one.
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Figure 7: Relationship between heat flux and
plate heating face temperature at various points
on the plate

The identified distribution of o is shown in Fig-
ure 9.
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Figure 8: Distribution of the identified and mea-
sured gas temperature right on the plate TG

0

The time history of the back surface temperature
can be calculated by DHC analysis using the iden-
tified T and o as the thermal boundary condi-
tions. The accuracy of the identified parameters
can be investigated by comparing these calculated
and measured back surface temperatures. The FE
analysis is performed by the FE code used in the
IHC analysis of the previous section. This code
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Figure 9: Distribution of the estimated local over-
all heat transfer coefficient o

has the capability to automatically generate the
heat transfer boundary conditions on the heating
face from the distributions of the heat input pa-
rameters. The material properties shown in Figure
3 and FE mesh shown in Figure 4 are employed,
and the calculation conditions are the same as
those for IHC analysis. Figure 10 compares the
measured and calculated back surface tempera-
tures, which coincide well.
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Figure 10: Comparison of the measured plate
back surface temperatures during spot heating test
with the ones obtained by direct heat conduction
analysis using the identified 7 and o.
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The results obtained demonstrate the accuracy of
the identified heat input parameters, and the va-
lidity of the hypotheses on heat transmission be-
tween flame and plate.

4 Plate Temperature Estimation during Line
Heating Process

4.1 Changing nature of the thermal-flow field
in combustion flame during line heating
process

Deguchi, Yamaura, Tomita, Osawa, Hashimoto,
Shinkai, Sawamura and Sugiyama (2002) mea-
sured the transient temperature field of the gas
flame during a line heating test using a LIF sys-
tem. They showed that the relative distribution
of gas temperature around the moving torch is al-
most the same as that of the spot heating test un-
der the same gas conditions. They also showed
that this relative distribution is almost unchanged
regardless of the temperature increase of the plate
face. These results lead to the assumption that the
relative distributions of 7; and o around the torch
during the line heating process can be approxi-
mated as time independent and nearly the same
as those of the spot heating test under the same
gas conditions.

According to this hypothesis, the heat transmis-
sion during a line heating test can be calculated
with sufficient precision when we repeatedly an-
alyze heat transfer and heat conduction over very
short durations using 7 and o of the spot heat-
ing test. In this new plate temperature estimation
method, the change in the plate temperature is au-
tomatically taken into account in the context of
heat transfer analysis. The validity of this pro-
posed method has been investigated by compar-
ing the measured and calculated plate temperature
during line heating experiments.

4.2 Line heating test

A rectangular steel plate, as shown in Figure 11,
with length 200mm, width 160mm and thickness
16mm, is arranged horizontally and a torch is po-
sitioned above the plate. Gas heating is carried
out by moving along the center line of the plate at
a constant speed with a traverse mechanism. The
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torch speed V is chosen as V=10.22 mm/sec., and
the plate is heated by an oxypropane flame. The
torch height, the nozzle, the pressure and the flux
of propane and oxygen are chosen so that they are
the same as those of the spot heating test.

K-type thermocouples with a sheath diameter of
0.32mm are placed at 4 locations, as shown in
Figure 11. The distance between the heating face
and the thermocouple is 2.5mm, and the transver-
sal distance from the center line 1) is 0, 20, 40 and
60 mm. Thermocouple outputs are recorded in a
personal computer every 0.5sec., and the internal
temperature of the steel plate is about 300K.

116
160 Heating direction

2 200 ‘
Unit [mm]

100 100 [
C A = = | Depth
e2.5mm

Figure 11: Rectangular steel plate used in the line
heating test

4.3 Direct heat conduction analysis of the line
heating test

Direct heat conduction analysis is performed by
an in-house 3-dimensional thermal FE code. This
code has the capability to automatically gener-
ate the heat transfer boundary conditions around
the moving torch from the heat input parameters,
Ts and o. The FE mesh and its dimensions are
shown in Figure 12 and Table 2. This FE model
comprises 8 node isoparametric hexahedron ele-
ments, and the convective heat transfer between
plate and air is evaluated at the back surface and
the outer sides. The temperature dependencies of
the material properties shown in Figure 3 are used,
and the initial temperature is set to 300K. Other
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calculation parameters are equal to those of the
direct analysis of the spot heating test.

X
Figure 12: FE mesh of the rectangular plate used
in the direct heat conduction analysis of the line
heating test

Table 2: Model dimensions of the FE model for
the direct heat conduction analysis of the line
heating test

0.2x0.16 x0.016 (m)
100 x30 x 8
2.00/2.00 (x103m)

Model dimensions
Num. of Elements
Max./Min. element
size in x dir
Max./Min. element
size in y dir
Max./Min. element
size in z dir

2.11/10.6 (x1073m)

13.2/44.0 (x10~*m)

Figure 13 compares the calculated and plate tem-
peratures measured during the line heating test,
which closely agree. The estimation error is at
its maximum at the point where n=0, and the er-
ror is less than 30K. The accuracy of estimated
temperatures with the proposed method compares
favorably with that of conventional studies (e.g.,
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Yu, Anderson, Maekawa and Patrikalakis (2001)).
The insufficient accuracy of the thermal material
properties, especially in the high temperature re-
gion, is the conceivable cause of any calculation
error.

80 Calculation &KQQ@
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550

<& nN=20mm
sool ? N=40mm Q

' N=60mm j
450

400

Temperature [K]

vt

10 12

350

300 HAZEA

Time [s]
Figure 13: Comparison of the measured plate
temperatures during the line heating test with the
ones obtained by direct heat conduction analysis
using the identified TG and in the spot heating test

In this line heating case, the calculated plate tem-
perature immediately below the torch becomes
constant in a short time, and remains unchanged
with time. In contrast, the heating face tempera-
ture increases with time in the spot heating test, as
shown in Figure 6. Plate temperature during the
spot and line heating tests can be estimated with
sufficient precision solely from the heat input pa-
rameters identified by the spot heating test.

This indicates that accurate estimates of plate
temperature can be made regardless of the change
in the plate heating face temperature. The
proposed method for estimating temperatures is
therefore valid for any desired torch movement
history. It is felt that this new method is appli-
cable to slow torch speed and repetitive heating
situations.

5 Conclusions

A new hypothesis on heat transmission during line
heating has been proposed. It states that the dis-
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tribution of the temperature of the gas adjacent
to the plate, T, and local overall heat transfer
coefficient o depend only on the distance from
the torch. An identification technique for 7 and
o has been developed, and the validity of the
employed hypothesis and the proposed technique
were investigated by comparing the measured and
identified T during a spot heating test.

The main results are as follows:

e Distributions of 7 and o during a spot heat-
ing test can be identified by IHC analysis.
The identified T is close to the one mea-
sured by a LIF system.

e The plate back surface temperature during
the spot heating test calculated from the
identified T and o is comparable to the one
measured. The results obtained demonstrate
the accuracy of the identified heat input pa-
rameters and the validity of the hypothesis
on heat transmission.

e The plate temperature during the line heat-
ing test calculated from 7 and o of the spot
heating test also coincides with the one mea-
sured. This indicates that accurate estimates
of plate temperature can be made regardless
of the change in the plate heating face tem-
perature solely from the spot heating test re-
sults.
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