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Strain Measurement in a Microstructure Using Digital
Image Correlation for a Laser-Scanning Microscopic

Image
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Abstract: We propose an image correction method that will accurately mea-
sure full-field displacement in a microstructure using the digital image correla-
tion method (DICM); the proposed method is suitable for use with laser-scanned
images. Laser scanning microscopes have higher spatial resolution and deeper
depth of field than optical microscopes, but errors in laser scanning position (time-
dependent distortion) affect the accuracy of the DICM. The proposed image cor-
rection method involves the removal of both time-dependant and time-independent
distortions. Experimental results using images of prescribed rigid-body motions
demonstrate that the proposed correction method is capable of identifying and re-
moving both types of distortion. Specifically, the DICM employing the proposed
image correction technique can eliminate both types of distortion in a laser-scanned
image and measure full-field displacement within 0.04 pixel of the standard devi-
ation. In addition, we used the proposed method to measure the thermal strain in
both a copper specimen and a printed circuit board (PCB) during a thermal cycle
test. For copper, the relative error between the measured strain and the reference
strain is less than 0.0003 without the slant and bias of the strain field, which proves
sufficient applicability of the developed system to measuring the distribution of
strain caused by temperature change. The distribution of strain in the measured
section of a PCB specimen was very complicated, but the average strain in the
longitudinal direction showed good linearity. The variation in the average strain
corresponds with that expected from beam theory for the macroscopic warpage of
the PCB. This proves indirectly the accuracy of strain measurement using a laser
microscope with the proposed method.

Keyword: Digital image correlation, strain measurement, correction, laser mi-
croscope.
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1 Introduction

To reduce the size of electronic products, many kinds of electronic devices have
been embedded in printed circuit boards (PCBs), which therefore contain many dif-
ferent materials (e.g., metals, resins, ceramics and composites). Composite mate-
rial itself has a mesoscopic structure [Takashima, Nakagaki and Miyazaki (2007)],
and other components of electronic devices induce complicated stress fields due
to the mismatch of material properties. Such stress and strain around embedded
devices affect the function of the devices [Hamada, Furusawa, Saito and Takeda
(1991); Ali (1997)] and can cause the failure of electronic products [Ikeda, Arase,
Ueno and Miyazaki (2000); Tay and Goh (2003)]. A system to measure stress and
strain in microstructures is useful in order to evaluate the reliability of electronic
devices. Laser interferometry techniques such as moiré interferometry and speckle
interferometry are used to measure the distribution of strain in many structures
[Guo, Lim, Chen and Woychik (1993); Laraba-Abbes, Ienny and Piques (2003)],
and recently the digital image correlation method (DICM) has been used to mea-
sure displacement and strain in microregions because this technique is easy to use
with a microscope [Li, Xu, Sutton and Mello (2006); Yan, Sutton, Deng and Cheng
(2007)].

The DICM is an image-processing technique that can be used to determine the de-
formation of digital images. To achieve accurate measurement under a microscope,
it is necessary to correct the image distortions before the DICM can be used. In
the case of commonly used optical microscopes, an obtained image is spatially dis-
torted by both the lens aberration and the slant of the sample arrangement. Many
researchers have addressed the calibration of image distortion [Brown (1971); Luc-
chese (2005)]. Yoneyama, Kitagawa, Kitamura and Kikuta (2006) and Schreier,
Garcia and Sutton (2004) achieved distortion correction for optical microscopic
images applied to the DICM using a cross-grating pattern and a set of rigid-body
motions, respectively.

In addition to the distortion based on the optics, there are other distortions in images
obtained using a scanning microscope that can observe at magnifications higher
than 1000× (e.g., laser scanning microscopes, scanning electron microscopes, and
atomic force microscopes). Since the scanning procedure causes a complicated
distribution of distortion that depends on time and space, a new model and a cali-
bration procedure to eliminate these distortions are necessary. An image obtained
using an atomic force microscope (AFM) is dominantly affected by thermal drift
due to both the slow scan-rate and the higher magnification. Sun and Pang (2006)
proposed a method to remove thermal drift distortion in an AFM image using two
scan-directions orthogonal to each other. An image obtained using a scanning
electron microscope (SEM) includes spatial distortion, thermal drift distortion, and
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other disorder distortions that strongly depend on the apparatus. Sutton, Li, Gar-
cia, Cornille, Orteu, McNeill, Schreier and Li (2006) removed the thermal drift
distortion from an obtained image using a set of time-series images, and a disorder
distortion, which Sutton, Li, Joy, Reynolds and Li (2007) called as a step change,
was eliminated throughout multiple scanning. A laser-scanning microscope (LSM)
can neglect thermal drift, due to its higher scan-rate than those of other scanning
microscopes. However, there is a measurable disorder-distortion and a complex
spatial-distortion in the image obtained using an LSM. An LSM has higher spatial
resolution and deeper depth of field than those of other optical microscope, but it
has a scanning position error (time-dependent distortion), and a suitable calibration
technique to eliminate time-dependent distortion is necessary.

In this paper, we propose an image correction method that is suitable for use with
LSM images, which is effective to measure accurate full-field displacement in a
microstructure using the DICM. This correction procedure involves the removal
of both time-dependant and time-independent distortions using the DICM. The re-
sults of our experiments, which used prescribed rigid-body motions, demonstrate
that this correction method is capable of identifying and removing both types of
distortion. In addition, we applied the present method to the measurement of ther-
mal deformation in a copper specimen and in a printed circuit board (PCB) during
a thermal cycle test and verified the reliability of the present method in considering
the relationship between macroscopic and microscopic PCB deformations.

2 Digital image correlation

In this study, we measured displacement using the DICM proposed by Bruck, Mc-
Neill, Sutton and Peters (1989). The DICM determines the displacement at the
center of a small area, which is called a subset, by comparing two digital images.
These images are usually obtained before and after deformation. In the image ob-
tained before deformation, a rectangular area is defined as a reference subset, and
the point of interest is located at the center of it. In a subset of the image obtained
after deformation, the correlation with the reference subset is evaluated using the
distribution of light intensity. The subset that has the highest correlation with the
reference subset can be determined as the deformed subset that corresponds with
the reference subset before deformation. Evaluating the correlation between sub-
sets, the object function is defined as

C =

M
∑

i, j=−M
Id (X + i,Y + j)× Iu (x+ i,y+ j)√

M
∑

i, j=−M
Id (X + i,Y + j)2

M
∑

i, j=−M
Iu (x+ i,y+ j)2

(1)
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which is known as the cross-correlation function. Iu(x,y) is the light intensity at
coordinate (x,y) for the reference image, and Id(X ,Y) is the light intensity at the
coordinate (X ,Y ) for the deformed image. (x,y) and (X ,Y ) are related by the defor-
mation,

X = x+u+
∂u
∂x

i+
∂u
∂y

j, Y = y+v+
∂v
∂x

i+
∂v
∂y

j (2)

where u and v are the displacement at the center of a subset in the x and y directions,
respectively; ∂u/∂x, ∂u/∂y, ∂v/∂x, and ∂v/∂y are the constant gradient terms in
the deformed subset; iand j represent the local coordinates in a subset, and M is the
size of a reference subset. The Newton-Raphson method is performed to determine
u, v, ∂u/∂x, ∂u/∂y, ∂v/∂x, and ∂v/∂y that maximize the object function C.

3 Image distortions in a laser-scanning microscope

The displacement measured using the DICM is affected by the underlying distor-
tions of the images. To estimate the displacement due to the deformation of the
object accurately, the distortions of the images must be evaluated and eliminated
from the images. According to the pre-experimental results, we divided the dis-
tortion into two components to enable the best reproducibility of these distortions.
DT was defined as the time-dependent distortion induced by the fluctuation of the
scanning trajectory, and DS was defined as the time-independent distortion due to
a constant position error. We separately estimated each component via a novel pro-
cedure so that the undistorted image could be obtained using the inverse function
of these components. The ideal position rid = (xid,yid)T of the point can be written
as follows:

rim = rid +DT (rim)+DS (rim) (3)

where rim = (xim, yim)T shows the position on the image plane that has the distor-
tions.

3.1 Time-dependent distortion

Time-dependent distortion in an LSM image is induced by deviation of the scan
trajectory due to the limit of its controllability. This deviation leads to a differ-
ence between the true position and the apparent position of the laser beam on the
specimen surface for each moment of scanning. In the LSM system employed in
this study, the OLYMPUS OLS3000, deviation occurs randomly for each separate
scan-line toward the scanning direction (usually the horizontal direction, as shown
in Fig. 1(a)), while deviation toward the vertical direction may be negligible. Ther-
mal drift and mechanical vibrations are negligibly small for the distortion because
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(a) The scanned area.                  (b) The formed image. 

Figure 1: Schematic diagram of the image formation process in a laser-scanning
microscope. Light intensity data are sampled in 12-bit lengths on a 1024 × 1024
grid array.

(a) Error of a u-displacement field.        (b) Error of a v-displacement field. 

Figure 2: The error of relative displacement between stationary statements tpre = (0
μm, 0 μm)T . The subset size, M, is 10 pixels.

of the higher scan-rate (4000 Hz) and relatively lower magnification (∼1000×) of
this microscope compared to those of other scanning microscopes. These assump-
tions agree closely with experimental observations, in which apparent displacement
occurred between stationary images, as shown in Figs. 2(a) and 2(b). Thus, the
components of the time-dependent distortion can be written as follows:

DT (rim) = [DTx (yim) ,0]T at yim = 1, 2, . . . (4)

The function DT depends on the direction of laser scanning. Thus, a pair of images
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with different scanning directions, especially those orthogonal to each other, is used
to determine DT for both the reference image and the deformed image. A vertically
scanned image (perpendicular to the usual scan direction) has a different distortion,
which is written as follows:

DT (rim) = [0, DTy (xim)]T at xim = 1, 2, ... (5)

For a pair of images that show the same region, the difference in the distortions
between images is equivalent to the relative displacement Δrim = (U,V)T , which is
written using Eqs. (3) ∼ (5), as follows:

Δrim = [−DTx (yim) , DTy (xim)]T (6)

Estimating Δrim experimentally, we performed the DICM using a horizontally scanned
image as the reference image and a vertically scanned image as the deformed im-
age. Under the assumption that Δrim is equivalent to the displacement measured
by the DICM, Sun and Pang (2006) determined the time-dependent distortion in-
duced by the scanner drift of an AFM, which changes gradually in an AFM image.
However, the displacement measured by the DICM based on Eqs. (1) and (2) is not
sufficient to estimate DT for an LSM image whose DT occurs randomly on scanned
lines, because the DICM based on Eqs. (1) and (2) obtains an averaged displace-
ment within a subset region [Schreier and Sutton (2002)]. Thus, we determined DT

more accurately using a modified function, CM, which is defined as

CM =
M

∑
i, j=−M

Id (X + i,Y +DTy + j)
M
∑

i, j=−M
Id (X + i,Y +DTy + j)2

× Iu (x+DTx + i,y+ j)
M
∑

i, j=−M
Iu (x+DTx + i,y+ j)2

(7)

Both the six variables of the deformation of a subset and the 4M+2 values of DTx

and DTy are obtained when CM has the highest correlation value. The modified
function CM is employed in the DICM using a pair of images that are focused on
the same region with orthogonal scan directions.

3.2 Time-independent distortion

The time-independent distortion in an LSM image is induced by both the classical
deviation based on the optical system [Brown (1971); Lucchese (2005); Yoneyama,
Kitagawa, Kitamura and Kikuta (2006)] and the disparity of a pixel position be-
tween the grid array of an image plane and the sampled points on an oscillatory
scan trajectory. Parametric forms for distortion models, which originated in the
classic models (e.g., radial distortion, decentering distortion, and so on), are not
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preferred to correct the unknown distortion [Schreier, Garcia and Sutton (2004);
Sutton, Li, Garcia, Cornille, Orteu, McNeill, Schreier and Li (2006)]. The effect of
the distortion occurs with much complexity in space, as shown in the experimental
results for the rigid body motions (Fig. 3(a)(b)).

The translation along the x-axis generated the vertical stripe in the shape of the rel-
ative displacement map ex, in addition to the effect of the time-dependent distortion
(Fig. 3(a)), and the translation along the y-axis generated the horizontal stripe in
the shape of the displacement map ey (Fig. 3(b)). Based on these results, it can
be assumed that the time-independent distortion DS consists of two functions, as
follows:

DS (rim) = D0
S (rim)+D1

S (rim) (8)

where D0
S is the distortion which is caused by the deviation of an optical system,

and depends on the position, as follows:

D0
S (rim) =

[
D0

Sx (xim, yim) , D0
Sy (xim, yim)

]T
(9)

D1
S is the distortion which is caused by the disparity of pixel position. Similar

to the time-dependent distortion shown in Eqs. (4)-(6), the x-component and y-
component of D1

S depend on xim and yim, respectively, as follows:

D1
S (rim) =

[
D1

Sx (xim) , D1
Sy (yim)

]T
(10)

D0
S is assumed to gradually change in space, and it can be obtained by conven-

tional procedures [Schreier, Garcia, and Sutton (2004); Sutton, Li, Garcia, Cornille,
Orteu, McNeill, Schreier and Li (2006)]. Each function is separately estimated
throughout several rigid-body motions as follows. The relative displacement Δrim

for an arbitrary translation tpre can be written as

Δrim =tpre +DT (rim +Δrim)−DT (rim)

+D0
S (rim +Δrim)−D0

S (rim)

+D1
S (rim +Δrim)−D1

S (rim)

(11)

with

rid → rid + tpre, tpre =
[
upre, vpre

]T
(12)

where upre and vpre represent the prescribed displacements along the x and y axes
due to a translation, respectively. The displacement Δr = (u,v) measured using the
large subset-size M for the DICM can neglect the effect of high-frequency distribut-
ing distortions such as DT and D1

S [Schreier and Sutton (2002)], when applying a
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(a) Error of displacement fields for tpre = (50 μm, 0 μm)T. Left: ex, right: ey.

(b) Error of displacement fields for tpre = (0 μm, 50 μm)T. Left: ex, right: ey.

(c) Error of displacement fields with image correction for (b). Left: ex, right: ey.

Figure 3: Errors of relative displacement for translations, which are equivalent to
“Δr− tpre”. The subset size M is 10 pixels, and the magnification is 2.5 μm/pixel.
ex, error of x-displacement; ey, error of y-displacement.



Strain Measurement in a Microstructure 9

sufficiently large M for measuring displacements. Eq. (9) is rewritten using ΔrLM,
which is the measured displacement using the DICM with large M, as follows:

ΔrLM = tpre +D0
S (rim +Δr)−D0

S (rim) (13)

The displacement field Δr(rim) is obtained by the moving least squares method
(MLSM), which interpolates values between discrete points and generates smooth
distribution in data space (e.g. [Lancaster and Salkauskas (1981)][Nie, Atluri and
Zuo (2006)]). Based on Eq. (13), D0

S on the photographic field rim can be estimated
recursively, as follows:

D0
S

(
rn + 1

im

)
= D0

S (rn
im)+Δr (rn

im)− tpre (14)

with

rn+1
im = rn

im +Δr (rn
im) , rn

im = [xn
im, yn

im]T n = 1, 2, ... (15)

The displacement field between before and after translation along the x-axis pro-
vides the series of D0

S along the x-axis at interval Δr, starting from r1
im. Combining

the x-axis and y-axis translations, we can obtain the values D0
S on the grid-array

points and estimate the distortion map of D0
S on the photographic field using the

MLSM.

Using the obtained distortion D0
S, the determination of D1

S is performed by the same
procedures with the small subset M applied to the DICM. Employing the partly
corrected image, from which the effect of D0

S is eliminated, ΔrSM, which is the
measured displacement using the DICM with small M, is obtained from Eq. (11)
as follows:

ΔrSM = tpre +

⎡
⎢⎢⎣

DD
Tx (yim +v)−DR

Tx (yim)
+D1

Sx (xim +u)−D1
Sx (xim)

D1
Sy (yim +v)−D1

Sy (yim)

⎤
⎥⎥⎦ (16)

where DR
Tx and DD

Tx show the time-dependent distortions that occur in the reference
image and the image after deformation, respectively. The recursive estimation of
D1

Sy is performed using the y-displacement map ΔrSMy(rim) obtained by the DICM
using the small subset, as follows:

D1
Sy

(
yn + 1

im

)
= D1

Sy (yn
im)+ΔrSMy (xn

im, yn
im)− tpre y (17)

where tprey is the y-component of tpre. Since the series of D1
Sx along the y-axis has

the intervals about Δr, the small translation tpre is preferred to generate the distribu-
tion of D1

Sx accurately by using the MLSM. Considering the experimental results,
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it can be assumed that the averaged value of DTx along the y-axis is almost zero.
Under this assumption, D1

Sx is estimated recursively using the following equation:

D1
Sx

(
xn + 1

im

)
= D1

Sx (xn
im)+ΔrSMx (xn

im)− ppre x (18)

where ΔrSMx and pprex are x-components of ΔrSM and ppre, respectively. Eq. (18)
is derived by averaging Eq. (16) along the y-axis, and ΔrSMx(xn

im) is defined as the
averaged value of the measured displacement ΔrSMx(xn

im,yn
im) along the y-axis.

3.3 Procedure of distortions correction

The procedure to estimate the time-independent distortion, DS, requires only three
images, one reference image and two images moved along two orthogonal direc-
tions with a motorized stage. Two relative displacement fields are measured and
employed for generating the map of DS using the MLSM. After that, the time-
dependent distortions DT before and after deformation can be determined using a
pair of images with the orthogonal scan-direction for each statement. The modified
function CM determines respective DT of images scanned in orthogonal directions
throughout the DICM. The estimation of DS is required only once for the same
magnification of an LSM due to its stationary nature. In contrast, the estimation
of DT is required for each measurement. In other words, four images are required
for the DICM in order to measure object deformation without the effects of the
time-dependent distortions.

(a) Overview of the experimental apparatus       (b) The inside of the heater 

Figure 4: Photographs of an experimental apparatus.



Strain Measurement in a Microstructure 11

(a) DSx
0                                (b) DSy

0

Figure 5: Distortion map of D0
S. The subset size M is 75 pixels, and the magnifica-

tion is 2.5 μm/pixel.

(a) DSx
1                                (b) DSy

1

Figure 6: Distortion functions of D1
S. The subset size M is 2 pixels and the magni-

fication is 2.5 μm/pixel.

4 Experiment

4.1 Measurement of rigid-body motions

To validate the proposed correction method, we corrected several images obtained
using an LSM and examined the accuracy of the correction method. The apparatus
is shown in Fig. 4. The specimen was patterned so that LSM images were appropri-
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ate for the DICM, as shown in Fig. 1(b). The size of the array was 1024× 1024, and
the magnification of the image was 2.5 μm/pixel. To make the time-independent
distortion map, DS, we generated a series of translations in two orthogonal direc-
tions using a motorized stage, which belongs to the LSM system and has about 1
μm reproducibility. Figures 5 and 6 show the obtained distortion maps for transla-
tions of 16 μm along the x- and y-axes. Image correction using the distortion map
DS was applied to the same conditions shown in Figs. 2, 3(a) and 3(b). Table 1
shows the standard deviation of deformation components obtained by the DICM
comparing those with and without eliminating the effect of time-independent dis-
tortions. The comparison reveals that correcting the time-independent distortion,
DS, improves the accuracy of the measured displacement. However, the effect of
time-dependent distortion, DT, remains.

Table 1: Standard deviation of deformation components in the measured region.
The subset size M is 10 pixels and the magnification is 2.5 μm/pixel.

u ∂u/∂x ∂u/∂y v ∂v/∂x ∂v/∂y
(pixel) (-) (-) (pixel) (-) (-)

Stationary state, tpre = (0 μm, 0 μm)T .
None + DS correct.
+ DS + DT correct.

0.033
0.033
0.018

0.0021
0.0021
0.0019

0.0048
0.0048
0.0025

0.012
0.012
0.012

0.0016
0.0016
0.0016

0.0018
0.0018
0.0017

Translation, tpre = (50 μm, 0 μm)T .
None + DS correct.
+ DS + DT correct.

0.088
0.045
0.038

0.0042
0.0042
0.0042

0.0069
0.0069
0.0055

0.0024
0.0023
0.0023

0.0035
0.0036
0.0036

0.0036
0.0037
0.0037

Translation, tpre = (50 μm, 50 μm)T .
None + DS correct.
+ DS + DT correct.

0.051
0.044
0.031

0.0034
0.0034
0.0033

0.0062
0.0061
0.0040

0.044
0.024
0.024

0.0032
0.0031
0.0031

0.0065
0.0038
0.0038

Both the detection and the removal of time-dependent distortion, DT, by the pro-
posed method were verified for a pair of images without any motions or defor-
mations. The main part of the measured displacement was considered to be the
difference in the time-dependent distortions between applied images, as shown in
Fig. 2. To quantify the time-dependent distortion in each image, we prepared sepa-
rately the images scanned in two orthogonal directions for the reference image and
the deformed image. Because the scanning direction of the LSM system is fixed to
the horizontal direction, the specimen was rotated approximately 90 degrees on a
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Figure 7: Distortion function of DTx estimated for the condition shown in Fig. 2
(in a stationary statement). The subset size M is 75 pixels, and the magnification is
2.5 μm/pixel.

turntable to change the scan direction. The obtained function DT is shown in Fig.
7. In this case, the rotation angle defined by Eq. (19) was 90.7 ± 0.2 degrees:

θ = sin−1
[

1
2

(
∂v
∂x

− ∂u
∂y

)]
(19)

The estimated value of DT is not sensitive to the accuracy of the rotation angle. We
detected DT with rotations of 89.8 degrees and 79.2 degrees, obtaining slightly dif-
ferent values. Displacements of the stationary statements measured using both ob-
tained DT values showed similar standard deviations (the ratio σ79.2/σ89.8 = 1.02),
which are the same with the errors of measurements. Thus, the proposed procedure
is not sensitive to the accuracy of the rotation angle.

Image correction using both the distortion map DS and the different values for the
distortion function DT was used to calibrate the displacement measured in Figs.
2, 3(a) and 3(b). The standard deviation of the deformation components obtained
by the DICM in conjunction with the correction of both distortions, DS and DT, is
shown in Table 1. The distributions of the errors of relative displacement measured
by the DICM with the correction of DS and DT are shown in Fig. 3(c). These
results indicate that the DICM in conjunction with the proposed image correction
technique is capable of eliminating both distortions, DS and DT, in an LSM image
and can also measure full-field displacement within 0.04 pixels of the standard
deviation.
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4.2 Thermal strain in a copper specimen

To examine the applicability of strain measurement under thermal loading, the ther-
mal strain in a copper specimen (24 × 6 × 0.25 mm) was measured by the proposed
method during heating from 27.7oC to 70.5oC. The coefficient of thermal expan-
sion of copper is 17.1 ppm/K. The relative error between the measured strain and
the reference strain is shown in Fig. 8. The proposed correction method decreased
the error of the εxx strain field, which is related to distortion DS, and eliminated the
striped error pattern in the εxy strain field, which was caused by distortion DT. Only
the random error remained in the corrected distribution of strain. The standard de-
viation of relative error between the reference strain and the measured strain is less
than 0.0003. These results prove the sufficient applicability of the proposed system
to the measurement of the distribution strain caused by temperature change.

4.3 Thermal strain of a print circuit board

The strain field in the cross-section of a print circuit board (PCB) during a thermal
cycle test was measured using the present system in order to validate its applicabil-
ity for a microstructure. The configuration of the PCB is shown in Fig. 9. During a
thermal cycle test, the PCB warped due to the mismatch of coefficients of thermal
expansion of the components. Fig. 10 shows the variation of the curvature due to
the macroscopic warpage during the thermal cycle test, which was measured using
a laser focus displacement meter. Fig. 11(a) shows the interest region of the PCB
at the magnification of 1.3 μm/pixel, and Figs. 11(a)(b)(c) shows the strain field
measured by the DICM system during the heating process from 25.6 ◦C to 85.9 ◦C.
The orientation of the fiber influenced the distribution of the strain. Normal strain
”εy on the section of glass fiber is obviously smaller than the normal strain applied
to other areas. However, the distribution of εx and εxy are too complicated to be
interpreted as a simple mechanism.

The distribution of strain was measured in the region coinciding with one period
of the fiber arrangement along the x-axis. The mean value of the strain εx through
one period of fiber arrangement along the x-axis was calculated. Because of its
linearity, the macroscopic curvature of the PCB can be expected using the classic
beam theory. The PCB curvature with temperature expected from the homogenized
strain corresponded well with that measured using a laser focus displacement meter,
as shown in Fig. 10. This result indirectly proved the accuracy of the measured
distribution of strain at the cross-section of a PCB.
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    (before image correction)               (after image correction) 
(a) Error of strain fields Δεx.

   (before image correction)               (after image correction) 
(b) Error of strain fields Δεy.

   (before image correction)               (after image correction) 
(c) Error of strain fields Δεxy.

Figure 8: The relative error of thermal strain in a copper specimen during heating.
The reference strain corresponds to a thermal expansion of αΔT for αg 17.1 ppm/K
and ΔT = 42.8 K. The subset size M is 50 pixels.
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Figure 9: Configuration of a printed circuit board (PCB).

Figure 10: Curvature of a PCB measured by a displacement meter after pre-heating.
There is no history dependence after heating to the glass transition point (around
150◦C).

5 Conclusions

We developed an LSM image correction method that removes the time-dependent
and time-independent distortions, DS and DT, in an image obtained by an LSM for
the DICM. The conclusions of the present study are as follows:

1) Experimental results using a pair of images with and without motion verified
the validity of the assumption that there are both time-dependent and time-
independent distortions, DS and DT, in an LSM image.

2) The proposed correction method effectively improves the accuracy of the dis-
placement measured using the DICM for imaging systems such as LSMs which
allow complicated distributing distortions. After overall corrections for both
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    (a) The measured region.                     (b) εx-strain field. 

        (c) εy-strain field.                        (d) εxy-strain field. 

Figure 11: Results of strain measurement after a change in temperature from
25.6◦C to 85.9◦C.

distortions, the standard deviation of the measured displacements was 0.04 pixel.

3) The distribution of thermal strain in a copper specimen measured by the present
method was sufficiently consistent with reference values, proving the applica-
bility of the developed system for thermal deformation.

4) The thermal strain of a PCB during a thermal cycle test was measured using the
present method, and although the distribution was complicated, the results were
accurately related to the macroscopic warpage of the PCB.
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