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The Temperature-Quantum-Correction Effect on the
MD-Calculated Thermal Conductivity of Silicon Thin
Films
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Abstract: We employ the non-equilibrium molecular dynamics (NEMD) simula-
tion to calculate the in-plane thermal conductivity of silicon thin films of thickness
2.2nm and 11nm. To eliminate the finite-size effect, samples of various lengths
are simulated and an extrapolation technique is applied. To perform the quantum
correction which is necessary as the MD simulation temperature is lower than De-
bye temperature, the confined phonon spectra are obtained in advance via the EMD
simulations. The investigation shows the thermal conductivities corrected based
on the bulk and thin-film phonon densities of states are very close and they agree
excellently with the theoretical predictions of a certain surface roughness. Those
uncorrected or corrected by the Debye DOS on the other hand fail in capturing the
variation trend of the thermal conductivity against the temperature.

Keywords: Non-equilibrium Molecular Dynamics, Lattice thermal conductivity,
Silicon thin film, Finite-size effect, Quantum correction.

1 Introduction

In the past decades, much attention has been attracted to the thermal behavior of
low-dimensional materials such as nanowire or thin-film structures because of the
demand for miniaturization of electronic devices. The reduced feature sizes lead
to an increase in heat dissipation density and cause failure in operation. Alter-
natively, it was also found that these low-dimensional materials provide desirable
thermal properties for possible improvements of thermoelectric devices. It is well
known that the application of a thermoelectric device is limited by its poor effi-
ciency, which in turn is limited by the material figure-of-merit, Z = S> o,k (S is the
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Seebeck coefficient, o, is the electric conductivity, and k is the thermal conductiv-
ity). Recently, it was found experimentally as well as theoretically (Capinski, Car-
dona, Katzer, Maris, Ploog, and Ruf, 1999; Venkatasubramanian, Siivola, Colpitts,
and O’Quinn, 2001; Cahilla, Ford, Goodson, Mahan, Majumdar, Maris, Merlin,
and Phillpot, 2004) the low-dimensional materials such as quantum well, quantum
wire, and superlattice structures have ZT value much larger than their bulk counter-
parts. The increase in ZT is attributed mainly to the reduced thermal conductivity,
which is caused by the confinement size effect and the boundary/interface scatter-
ing. Hence, lots of studies have been performed to explore the phonon behavior in
the semiconductor under the size effect.

To date, several theoretical models (Balandin, Wang, 1998; Chen, 1998; Khitun,
Balandin, and Wang, 1999; Zou, Balandin, 2001; Huang, Chong, Chang, 2006;
Huang, Chang, Chong, Liu, and Yu, 2007) have been proposed to predict the
thermal conductivity of low-dimensional semiconductors. These investigations are
mostly built on the phonon Boltzmann transport equation (PBTE) under the single-
relaxation-time approximation. Usually a specularity parameter is introduced to
characterize the strength of boundary scattering or the surface roughness. Empir-
ical or semi-empirical equations are needed in order to evaluate various scatter-
ing mechanisms. To avoid those ad hoc models, the molecular dynamics (MD)
that directly simulates the motion of atoms without any assumptions is a natural
choice. Given a proper interatomic potential and the initial positions and velocities
of atoms, MD traces the atomic trajectories by Newton’s second law. This numeri-
cal method has been widely utilized for many nanoscale applications, such as in ex-
ploring the mechanical or thermal properties of nanostructures (Chen, Cheng, Hsu,
2007; Chakrabarty and cagin, 2008), nanoindentation of thin films (Nair, Farkas,
Kriz, 2008; Liu, Tsai, 2009), water flow in a nanotube (Tang, Advani, 2007), and
so on. For analyzing thermal properties, two different kinds of MD simulations,
the equilibrium MD (EMD) (Volz, Chen, 1999; Volz, Chen, 1999; Volz, Saulnier,
Chen, and Beauchamp, 2000; Zhong, Wang, and Xu, 2004; Gomes, Madrid, and
Amon, 2004; Gomes, Madrid, Goicochea, and Amon, 2006; Landry, McGaughey,
and Hussein, 2006) and the non-equilibrium MD (NEMD) (Jund, Jullien, 1999;
Lukes, Li, Liang, and Tien, 2000; Schelling, Phillpot, Keblinski, 2002; Imamura,
Tanaka, Nishiguchi, Tamura, and Maris, 2003; Feng, Li, and Guo, 2003; Wang,
Li, 2006; Stevens, Zhigilei, and Norris, 2007; Miyazaki, Nagai, and Tsukamoto,
2008), have been developed. In the EMD approach, the thermal conductivity is cal-
culated based on the fluctuation-dissipation theorem or the Green-Kubo relation. In
NEMD approaches, either a constant heat flux or constant boundary temperatures
are imposed on the simulation cell, statistically averaged temperature gradients are
next calculated, and the thermal conductivity is finally determined by applying the
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Fourier’s law. A comparison between these two approaches can be found in the
work of Schelling, Phillpot, and Keblinski (2002).

When low-dimensional materials such as thin-film or nanowire structures are stud-
ied by using the MD method, one sometimes has to worry about the evaporation
of surface atoms. In the literature, three strategies have been proposed, including
unconstrained free surfaces (Volz, Chen, 1999; Lukes, Li, Liang, and Tien, 2000),
constrained surfaces with a few layers of fixed atoms (Lukes, Li, Liang, and Tien,
2000; Feng, Li, and Guo 2003), and a use of a surface potential (Gomes, Madrid,
and Amon, 2004; Gomes, Madrid, Goicochea, and Amon, 2006). Films with un-
constrained free surfaces take a long transient time to reach stationary and obtain
the minimum surface potential energy. Besides, the crystal may collapse when sys-
tems are at very high temperatures. The second strategy makes sure no evaporation
of surface atoms but surface atoms cannot rearrange themselves to obtain the mini-
mum surface potential energy. Gomes, Madrid, and Amon (2004) proposed a use of
the surface potential to impose an inward normal force on the surface atoms. Sur-
face atoms were thus prevented from evaporation but allowed to rearrange (Aono,
Hou, Oshima, and Ishizawa, 1982).

As far as thin films are concerned, Zhong, Wang, and Xu (2004) adopted the
Lennard-Jones potential and calculated both in-plane and cross-plane thermal con-
ductivities of thin films with free surfaces via EMD. They found the cross-plane
thermal conductivity varies significantly with the film thickness. Gomes, Madrid,
Goicochea, and Amon (2006) also adopted EMD to simulate the silicon thin film
of thickness ranging from 2 nm to 217 nm at T=300K~1000K. They also observed
anisotropic thermal conductivities, particularly when the film is extremely thin.
Besides, they found the cross-plane thermal conductivity depends linearly on the
film thickness and is nearly temperature-independent for temperature close to or
above Debye temperature. Lukes, Li, Liang, and Tien (2000) calculated the cross-
plane thermal conductivity of argon against the film thickness via NEMD. It was
reported there is no observable difference in thermal conductivity between free- and
fixed-surface thin films. Feng, Li, and Guo (2003) simulated cross-plane thermal
conductivity of silicon thin film at T=500 K. A significant size effect and a linear
dependence of the thermal conductivity on the film thickness ranging from 2 nm to
32 nm were observed once again. Wang and Li (2006) simulated films (2.715 nm ~
54.3 nm) at T=300K. The calculated thermal conductivities agreed with theoretical
predictions corresponding to thinner films nonetheless.

Although the MD tools have been applied widely and successfully, several diffi-
culties have to be overcome. First of all, one needs to worry about the finite-size
effect. When the simulation cell is not sufficiently long, phonons may travel be-
tween the boundaries without suffering any scattering and the vibration wavelength



50 Copyright © 2009 Tech Science Press CMES, vol.50, no.1, pp.47-65, 2009

has a numerical upper bound. To eliminate the finite-size effect, a tremendously
large system size is necessary. Alternatively, Schelling, Phillpot, and Keblinski
(2002) proposed to obtain the desired thermal conductivity by extrapolating from
those of finite-size systems according to the kinetic theory. Besides the finite-size
effect, the quantum correction is essential as well. When the system temperature
is lower than the Debye temperature or when not all phonon modes are excited,
it becomes improper to define the local temperature according to the equipartition
principle. The so-called quantum correction is to find out in some way according to
the quantum theory the real temperature that corresponds to the system energy. The
phonon dispersion relation or density of states (DOS) is usually required in correc-
tion and the most commonly used ones are the Debye DOS (Feng, Li, and Guo,
2003; Wang, Li, 2006). Gomes, Madrid, Goicochea, and Amon (2006) constructed
the phonon DOS based on the experimentally measured bulk specific heat instead.
That directly calculated from the lattice dynamics was also tried. Low-dimensional
materials nonetheless possess different phonon spectra due to the size confinement
effect (Zou, Balandin, 2001; Huang, Chong, Chang, 2006; Huang, Chang, Chong,
Liu, and Yu, 2007). To the authors’ knowledge, there has been no study that in-
vestigates the thermal transport in solids by taking all factors, such as the reliable
potentials, the finite-size effect, the quantum correction, and the confined phonon
spectra, into consideration. And this constitutes the motivation of the present work.

In this work, we attempt to apply the NEMD approach to study the in-plane ther-
mal conductivity of silicon thin films. The Stillinger-Weber (SW) interatomic po-
tential and the surface potential proposed by Gomes, Madrid, and Amon (2004)
are selected. Two film thicknesses, 2.2 nm and 11 nm, are investigated and their
lattice thermal conductivities against the temperature are targeted. The finite-size
effect is eliminated by extrapolating the desired from those of finite-size systems
(Schelling, Phillpot, and Keblinski, 2002). Most of all, we manage to obtain the
confined phonon spectra via EMD simulations. Finally, due to the large number of
atoms in problem, the computations in the present study are parallel processed by
taking advantage of the spatial decomposition technique (Plimpton, 1995).

2 Computational methodology
2.1 Atomic potential models

MBD simulations start from selecting a suitable potential function to describe the in-
teraction among atoms. Most potential models were built based on Born-Oppenheimer
approximation (Born, Oppenheimer, 1927), which separates the motion of the elec-
tron from the motion of the nuclei. For the interaction between neutral atoms
(noble gases) and diatomic molecules, the commonly used potential models are
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Lennard-Jones potential (Jones, 1924) and Morse potential (Morse, 1929) respec-
tively. For silicon, several potential models have been developed in literatures such
as Stillinger-Weber (SW) potential (Stillinger, Weber, 1985), Tersoff potential (Ter-
soff, 1986), and modified embedded atoms methods (MEAM) (Baskes, 1987). In
the present study we adopt the SW potential because it can accurately predict many
of thermal properties, such as thermal expansion coefficient and melting temper-
ature. The SW potential contains two- and three-body potentials to maintain the
diamond structure of Si, which are
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respectively, where r;; is the distance between the atoms i and j, 7. is the cut-off ra-
dius, and 6 j is the angle between 7;; and 7. Note all the distances have been nor-
malized by the characteristic length (6=0.20951 nm) of silicon. The corresponding
two- and three-body forces acting on the atom i are
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Values of the characteristic energy € and other parameters used herein are ex-
tracted from the literature (Stillinger, Weber, 1985): €=2.315eV, A=7.049556277,
B=0.6022245584, p=4, q=0, A=21, y=1.2, and r.=1.8.

On the other hand, the surface potential is (Gomes, Madrid, and Amon, 2004;
Gomes, Madrid, Goicochea, and Amon, 2006)

» 1
¢w(dw):;4'exp<d _ ) (5)

where €, (=9.2eV) is the characteristic surface potential energy, r., (=1.26) is the
cut-off distance, and d,, (=r,, initially) is the distance between an atom and a refer-
ence plane. The reference plane is initially set parallel to the film and at a distance
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rew away from the surfaces of the film. An inward normal force is imposed on the
atom whenever d,, < r.,,, namely

1 (4 1
F, (dy) :(Pw'g <dw+(dw—rcw)2> (6)

Surface atoms are thus prevented from evaporating. Finally, according to the New-
ton’s second law

N N
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where m; is the mass of the atom i and 4; is its instantaneous acceleration.

2.2 NEMD approach

Figure 1 is a schematic diagram of the simulated cell, which has a dimension of
L, x Ly, x L, with the z direction being (001). Periodic boundary conditions are
imposed in the y and z (in-plane) directions and surface potential is applied in the x
(cross-plane) direction. To generate a constant heat flux in the system, the velocity-
rescaling algorithm suggested by Jund and Jullien (1999) is employed. An amount
of heat A¢ is added in a region of thickness 6 centered at z = —L_/4 (source region)
and removed from a region of same thickness centered at z = —L, /4 (sink region)
at every simulation time step. When the system achieves stationary, the heat current
can be estimated, with At being the MD time increment, as

A€

Jo=——
¢ 2LLAt

®)

A too large or too small value of A€ causes significant noises in the simulation.
Schelling, Phillpot, and Keblinski (2002) suggested a proper amount of 1 x 10~* eV /nm?.

We next divide the simulation domain into many thin slices along the z-direction. In
accordance with the equipartition principle, the instantaneous temperature in each
slice is defined as

Nyy
Tup (z,1) = Y mv} / 3Nykg )
i=1

where m is the atomic mass, kg is the Boltzmann constant, and N,y is the total
number of atoms in the slice.
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Figure 1: A schematic diagram of the simulated thin-film system.

2.3 Quantum correction

It is known that Eq.(9) is not a proper definition for the local temperature when
the temperature is lower than the Debye temperature (6pepy.). To make correction,
one can look for the real temperature (7') by equating the slice energy from the
quantum description to the simulated one (Lee, Biswas, Soukoulis, Wang, Chan,
and Ho, 1991; Li, Porter, and Yip, 1998; Che, Cagin, Deng, and Goddard, 2000;
Feng, Li, and Guo, 2003; Wang, Li, 2006; Gomes, Madrid, Goicochea, and Amon,
2006, McGaughey and Kaviany, 2006), that is

®p

WoksTyp = [ D(@) 2(@,7) +1/2] hodo (10)

where D(®) is the phonon DOS,n(®,T) is the equilibrium phonon distribution, @ is
the phonon frequency, and /1@ /2 is the zero-point energy. Commonly used DOS is
the bulk DOS or the DOS calculated according to the Debye model. Previous the-
oretical investigations however have shown the phonon spectra of low dimensional
materials such as nanowire (Zou, Balandin, 2001; Huang, Chong, Chang, 2006)
and thin film (Huang, Chang, Chong, Liu, and Yu, 2007) differ from the bulk one.
For instance, the elastic continuum model predicts discrete, instead of continuous,
vibration modes in the finite dimension(s). In the present study, for consistence,
we desire the confined phonon spectra of thin films which are obtained by an EMD
approach as described below.

There are many existing methods for obtaining the phonon dispersion relations,
such as by measuring the autocorrelation function of atomic velocity (Heino, 2007),
of the displacement of atomic vibration (Trubitsyn, Dolgusheva, 2007; Miyazaki,
Nagai, and Tsukamoto, 2008), or of the atomic positions (Dickey, Paskin, 1969).
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After several tests, we found the method proposed by Dickey and Paskin (1969)
can generate physically reasonable phonon spectra for Si and can be easily imple-
mented. This method starts from calculating the normal coordinates of a periodic
crystal under the harmonic assumption, namely

0ty (1) = Y7 (1) -2 cos (z,.ii) (11)

where 7; is the instantaneous position of atom i, I; is the position of the lattice point,
and ¢ is the wave vector of interest. The atomic vibration, however, is anharmonic
under the SW potential so that the o, in Eq.(11) is not linearly independent. There-
fore, a sufficiently long simulation time is thus necessary to distinguish the charac-
teristic frequency @, from the Fourier analysis of the signal o, (¢) (Papanicolaou,
Lagaris, Evangelakis, 1995).

The phonon density of states can be obtained at the same time by measuring the
velocity autocorrelation function and taking a cosine Fourier transform (Papani-
colaou, Lagaris, Evangelakis, 1995; Miyazaki, Nagai, and Tsukamoto, 2008) as
follows

Io <¥,vi (t+71)v (1:)> cos (ot)dt

(pie)

where N is the total number of atoms in the equilibrium system.

D(w) _
3N
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T

3 Results and discussions
3.1 Temperature distribution

In the present study, two thin films having a cross section of L, X L, = 4ag x 4a and
20aq x 20ag respectively are investigated, where ay is the lattice constant of silicon,
slightly depending on the temperature (Yim, Paff, 1974). The corresponding film
thicknesses are about 2.2 nm and 11 nm respectively. The values of A€ are chosen
to be 5 x 107* eV and 1.25 x 1072 eV so that values of Ag/A are both close to
1 x 107* eV/nm?. Moreover, we set the width §=1.2nm. The thickness of each
slice is about 0.14 nm. There are thus approximately 32 and 800 atoms in each
slice of the thin films. The simulation time step adopted in the present study is 0.55
fs (Schelling, Phillpot, and Keblinski, 2002).

At the beginning of the simulation, atoms are set in a perfect diamond structure at
some initial temperature Ty/p ;. The velocity rescaling technique is next applied to
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maintain the whole system at the prescribed temperature. The addition and deple-
tion of energy are not imposed until the system is stabilized.

To reduce the statistical fluctuations, the slice temperatures are averaged over suf-
ficiently many time steps (M) after the heat flow is evoked and the system becomes
stationary again. The time-averaged temperature is calculated as follows
1 M—1
(Tup () = 57 ZO Tvp (2,tN,—m) (13)
m—

where N; is the total number of simulation time steps. From our previous investi-
gation (Chang, Weng, and Huang, 2008), a suitable value for M is 2 million for the
2.2nm- film and 1.2 million for the 11nm- film. Figure 2 shows an example of the
time-averaged temperature profile in the 11nm- thin film of length of L, = 128ay.
The initial temperature (Typ ;) is 300K. A strong nonlinearity is observed near the
heat source and sink regions due to the strong scattering there. By abandoning re-
gions within a distance of 8 nm from the center of heat source and sink regions, we
take the linear fitting of the remaining parts, as shown in Fig.3, to obtain the aver-
age temperature gradient. Note the periodic boundary condition has been used to
connect data at both ends. Finally, to ensure the steadiness of the system, the time
evolutions of slice temperatures are monitored and a transient time period much
larger than the traditional estimate T = L? /6D (Skye, Schelling, 2008) is chosen,
where D is the thermal diffusivity.
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Figure 2: Time-averaged temperature Figure 3: The linear parts of the tem-

profile for the 1Inm- film having a perature profile in the central region

length of L,=128ay at Ty;p ;=300K. (z=25~44 nm) and the boundary region
(z=0~9 nm and 60~70 nm).



56 Copyright © 2009 Tech Science Press CMES, vol.50, no.1, pp.47-65, 2009

3.2 Finite-size effect

In order to obtain the thermal conductivity of infinite thin films, we adopt the ex-
trapolation strategy suggested by Schelling, Phillpot, and Keblinski (2002). First
of all, the inverse of effective mean free path A,/ is estimated by the Mattiessen’s
rule as follows

1 1 4
=—+— (14)
Aesr A L

where A, is the mean free path of the infinite system. The factor of 4 comes from
the fact that a phonon travels L,/4 in between the heat source and sink regions.
According to the kinetic theory, k = CV,A.rr/3 and thus Eq.(14) can be rewritten
as

1 3 1 4

i — 4 15
k  CV, (Aoo * LZ> (1)
where C is the specific heat and V, is the phonon group velocity. Eq.(15) reveals

a linear relationship between 1/k and 1/L,, and therefore one can extrapolate the
thermal conductivity of an infinite thin film (1/L, —0) from those of finite films.

In this study, four lengths, namely 128ag, 160ag, 192apand 224ay, are simulated.
Some results are illustrated in Fig.4. The linearity is nicely obtained. The extrap-
olated thermal conductivities corresponding to the infinite thin films are 18.5W/m-
K and 59.2W/m-K at Typ,;=300K as well as 11.3W/m-K and 31.6 W/m-K at
Tup,=700K. These values however are not the final results. Quantum corrections
are still needed and discussed below.

3.3 Phonon spectrum

To compute the phonon spectrum, we adopt an EMD approach or equivalently a
NEMD without evoking the heat flow. All simulation parameters are the same as
those used in the NEMD approach except the MD time step (0.3 fs now). Shown
in Fig.5 is the MD predicted spectra of a silicon thin film of thickness 2.2 nm at
Tup,=300K. The simulation domain chosen is 4ag x 8ag x200ap. Compared to the
bulk spectra (black curves) calculated based on the SW potential (Stillinger, We-
ber, 2002), discrete dispersion modes are obviously observed. Besides, their slopes,
i.e. the confined phonon group velocities, are smaller than the bulk counterparts; a
reduction in the thermal conductivity is thus expected. Fig.6 shows the phonon dis-
persion relations calculated based on the elastic continuum model (Huang, Chang,
Chong, Liu, and Yu, 2007): the shear (a transverse polarization), dilatational and
flexural waves (mixed polarizations). In spite of different polarizations, the analyt-
ical and simulation spectra look very similar (dilatational vs. longitudinal, flexural
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vs. x-polarized transverse, and shear vs. y-polarized transverse) everywhere except
near the zone boundary. Because the sample is finite, the incident waves and re-
flect waves near the zone boundary are merged and form standing waves, resulting
in flat dispersion curves there. This phenomenon is not captured however in the
elastic continuum model. Shown in Fig.7 are the phonon densities of states of the
bulk Si and the Si thin films at Tj;p,;=300K. The simulation domains employed
are 20agx20agy x20aq for bulk Si and 4agx8ag*x200agand 20agy x 20ag x 192a¢ for
films. Only slight difference is observed, mainly in the peak corresponding to
the optical branch which seemingly decreases with decreasing film thickness. The
DOS of the 11nm- film is almost indistinguishable from the bulk one.
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Figure 4: The linear dependence of 1/kyp on 1/L;.

3.4 Quantum correction

Figure 8 shows the quantum correction results according to Eq.(10) by adopting
the Debye DOS or those shown in Fig.7. In the Debye model, a linear dispersion
relation is assumed and the DOS is proportion to ®>. In Fig.8, we find that the
corrected temperature is always smaller than the MD simulated temperature. The
corrected temperatures based on the bulk DOS and thin film DOS are about the
same and close to the corrected results (denoted as 7, in Fig.8) (Gomes, Madrid,
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k2w
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Figure 5: Phonon dispersion relations of the 2.2nm- thin film obtained by EMD: (a)
longitudinal; (b) transverse (x-polarized); (c) transverse (y-polarized). The black
curves are the bulk spectra.
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Figure 6: Phonon dispersion relations of the 2.2nm- thin film predicted by the
elastic continuum model (Huang, Chang, Chong, Liu, Yu, 2007): (a) dilatational;
(b) flexural; (c) shear.
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Goicochea, and Amon, 2006) according to the lattice-dynamics calculation under
the assumption of an isotropic continuum medium and a use of the bulk dispersion
relation. Gomes, Madrid, Goicochea, and Amon (2006) also measured the bulk
specific heat (C) and estimated the corrected temperature by assuming 07 /dTyp =
3Nkg/C. The corrections (denoted as 7, in Fig.8) instead coincide with the Debye
results.

Fig. 9 shows the ratio of the thermal conductivities of thin films after (k) and
before (kyp) the quantum correction. Note these thermal conductivities are all free
from the finite-size effect. As seen, the ratio decreases and the difference between
models increases with decreasing temperature and with decreasing film thickness.
The Debye correction results in larger values generally. In remark, the Debye model
is seemingly not a good choice for quantum correction and unless the temperature
is very low (compared to the Debye temperature) or the film is very thin (compared
to the phonon wavelength), a use of the bulk DOS for the quantum correction is
reasonable and sufficient.
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Figure 7: Phonon densities of states normalized by 3N obtained via EMD.
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3.5 Temperature dependence

We show the thermal conductivities of the 2.2nm- and 11nm- thin films against the
temperature 7; (the corrected temperature of Ty/p ;) in Fig. 10, compared with the
theoretical predictions based on the phonon Boltzmann transport equation (Huang,
Chang, Chong, Liu, and Yu, 2007). In the theoretical model, only the confined
phonon spectra, the phonon-phonon scattering, and the boundary scattering are
taken into consideration in order to comply with the simulation conditions. A pa-
rameter p, the fraction of phonons that are specularly reflected at the surfaces, is
introduced to characterize the surface roughness. Figure 10 shows significantly re-
duced thermal conductivities due to the surface scattering and those of the 2.2nm-
film is nearly temperature-independent as the temperature is above the room tem-
perature. The latter implies a dominance of the surface scattering over the phonon-
phonon scattering. Most of all, the thermal conductivities, free from the finite size
effect and quantum corrected based on the bulk/thin film DOS, collapse excellently
with the theoretical prediction of p=0.6, implying a similar surface roughness for
all temperatures investigated. Because the parameters associated with the surface
potential are fixed in all simulations, a similar surface roughness stands to reason.
Those uncorrected or corrected by the Debye DOS nonetheless miss the theoreti-
cal variation trend with respect to the temperature. We thus conclude a quantum
correction based on a proper phonon DOS is necessary in MD simulations.
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Figure 10: Thermal conductivities with or without being quantum corrected against
the corrected initial temperature: (a) thickness 2.2 nm, (b) thickness 11 nm. The
solid lines are theoretical predictions (Huang, Chang, Chong, Liu, Yu, 2007)

4 Conclusion

In this study, we employed the NEMD approach to calculate the in-plane ther-
mal conductivity of silicon thin films of thickness 2.2nm and 11nm. The so-called
finite-size effect was eliminated via a linear extrapolation technique. Three differ-
ent phonon densities of states were tested for the quantum correction, the Debye
DOS, the bulk DOS, and the thin-film DOS; the latter two were obtained via EMD.
The investigation shows the thermal conductivities corrected based on the bulk
DOS are very close to those corrected based on the thin-film DOS and both agree
excellently with the theoretical predictions of a certain surface roughness based on
the phonon Boltzmann transport equation. Those uncorrected or corrected by the
Debye DOS on the other hand fail in capturing the temperature variation trend. In
remark, the elimination of the finite size effect and a proper phonon DOS are both
essential for obtaining accurate thermal conductivities of infinitely-long thin films
and a use of the bulk phonon density of states is sufficient for the thin films and
temperatures investigated herein.
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