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Numerical Solution of Non-steady Flows, Around Surfaces
in Spatially and Temporally Arbitrary Motions, by using

the MLPG method
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Abstract: The Meshless Local Petrov Galerkin (MLPG) method is used to solve
the non-steady two dimensional Navier-Stokes equations. Transient laminar flow
field calculations have been carried out in domains wherein certain surfaces have:
(i) a sliding motion, (ii) a harmonic motion, (iii) an undulatory movement, and (iv)
a contraction-expansion movement. The weak form of the governing equations
has been formulated in a Cartesian coordinate system and taking into account the
primitive variables of the flow field. A fully implicit pressure correction approach,
which requires at each time step an iterative process to solve in a sequential manner
the equations which govern the flow field, and the equations that model the correc-
tions of pressure and velocities, has been used. The temporal discretization of the
governing equations is carried out by using the Crank-Nicolson scheme. The mov-
ing Least Squares (MLS) scheme is used to generate, in a local standard domain,
the shape functions of the dependent variables. The integration of the entire set of
flow equations, including those equations of an elliptic elastostatic model which is
used to update the position of the MLPG nodes in domains with moving surfaces,
is carried out in the local standard domain by using the Gauss-Lobatto-Legendre
quadrature rule. The weight function used in the MLS scheme, and in the weighted
residual MLPG process, is a compactly supported fourth order spline. We conclude
that the MLPG method coupled with a fully implicit pressure-correction algorithm,
is a viable alternative for the solution of fluid flow problems in science and en-
gineering, particularly those problems characterized by non-steady fluid motion
around flexible bodies with undulatory or contraction-expansion movements.
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1 Introduction

The motion of a fluid, surrounding a natural or man-made fexible body has been,
since ancient times, of great interest for human beings. Areas of interest include a
wide variety of natural systems where a fluid, usually air or water, interacts with a
moving body (birds or fish for example). Human beings over the centuries always
wanted to emulate the flight and swimming of animals, just to fulfill their dreams or
to gain advantage over their natural enemies. Since the last century the technologi-
cal devices involving fluid mechanics (aerodynamics, hydrodynamics and bio-fluid
dynamics), such as aerospace vehicles are continuously demanding not only the
development of reliable, robust and optimal procedures to solve the mathematical
models that govern the behaviour of a fluid in motion, but also the development
of a full understanding of the physical phenomena involved when a flow interacts
with a rigid or a flexible moving body. The proper evaluation of the flow (veloc-
ity, temperature, pressure and vorticity fields) surrounding a rigid or elastic body
in motion may lead one to understand and to properly quantify, for instance, the
optimal lift, drag and thrust forces governing the swimmming and flight of birds,
insects, micro air vehicles, and other living creatures. The understanding of the
vortex structures that appear during the fluid-solid interaction in natural systems,
with millions of years of evolution, can be useful, when mimicked, to increase the
efficiency of engineering devices such as micro aerial vehicles (MAV) and micro-
electro-mechanical systems (MEMS), etc.

Numerical calculations of the flow surrounding surfaces in arbitrary motion have
often been carried out by using traditional mesh based techniques such as the fi-
nite element method, the control volume method and the spectral element method.
However due to the motion of the elastic or rigid body, a time consuming remeshing
must be performed in order to obtain accurate results [Sahin and Mohseni (2009)].
Due to the mesh constraints, the optimal use of the mesh based methods for the so-
lution of problems involving moving boundaries (phase change, free-surface flows,
fluid-flexible structure interactions) is still in its infancy.

Recently a novel method, the Meshless Local Petrov Galerkin (MLPG) method,
has been developed. This numerical technique is characterized by the absence of a
grid. The mathematical basis and the general characteristics and advantages of the
MLPG method can be seen in the literature [Atluri and Zhu (1998); Lin and Atluri
(2000); Lin and Atluri (2001); Atluri and Shen (2002a); Atluri and Shen (2002b);
Atluri (2004); Avila and Pérez (2008); Avila and Atluri (2009)]. Among the main
advantages of the MLPG method, we can mention here the following: (1) there are
no mesh constraints, (2) it allows an accurate representation of complex geometri-
cal domains, (3) the connectivity between the nodes is generated as part of the com-
putational process and (4) the local domains surrounding each node can intersect
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each other and overlap. Even though the MLPG method has been applied success-
fully in fields such as solid mechanics, heat transfer and fluid dynamics, it is still
under development [Avila and Pérez (2008); Avila and Atluri (2009)]. In this inves-
tigation we use the MLPG method coupled with a fully implicit pressure-velocity
correction approach to solve the non-steady, two dimensional Navier-Stokes equa-
tions in domains with surfaces in arbitrary spatial and temporal motions. The in-
tegration of the weak form of the governing equations (formulated in a Cartesian
coordinate system) is carried out in a local domain, which is defined by the set
of nodes surrounding each node located in the computational domain. The shape
functions needed to approximate the flow variables in a local domain have been
generated by using the Moving Least Square (MLS) scheme. To integrate the fluid
equations, and to differentiate the dependent variables in systems with complex ge-
ometry, we introduce a one-to-one iso-parametric mapping between the physical
and computational domains. The integration of the equations in the local domain is
performed by using the Gauss-Lobatto-Legendre quadrature rule. The weight func-
tion used in the MLS scheme, as well as in the weak formulation of the equations,
is a compactly supported fourth order spline. In this paper we have introduced the
incompressibility constraint by using a segregated procedure. In the segregated ap-
proach the discretized continuity and momentum equations are solved sequentially.
The velocities and pressure of the incompressible fluid are obtained by an iterative
process that uses guessed values of the flow variables. Details of the sequential pro-
cess have been published by [Avila and Pérez (2008)]. The displacement vectors
of the nodes that are located in the vicinity of the moving surface are calculated by
solving, using the MLPG method, an elliptic elastostatic model. The temporal dis-
cretization of the governing equations is carried out by using the Crank-Nicolson
scheme [Avila and Atluri (2009)].

An outline of the paper is as follows. In Sect. 2, we present the weak form of the
non-steady fluid equations, which have been defined in a local domain surround-
ing each MLPG node. The Crank-Nicolson scheme and the time discretization
of the governing equations are given in Sect. 3. The numerical algorithm that
has been used to solve the fluid equations in a sequential manner (fully implicit
pressure-correction approach) is described in Sect. 4. The dynamic MLPG nodes
approach (elliptic elastostatic model), which is used to compute the new position
of the MLPG nodes in the flow, after a displacement step of the nodes located at
the moving boundary of the solid, is presented in Sect. 5. The general aspects of
the MLPG method and the MLS technique are provided in Sect. 6. In Sect. 7 we
show the results for four different flow conditions with surfaces in spatially as well
as temporally arbitrary motions. Finally several conclusions are drawn in Sect. 8.
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Figure 1: The scheme of the MLPG method. The global flow domain is defined
as Ω with global boundary Γ. The local sub-domains Ωs, with boundary Γs, may
overlap each other.

2 Mathematical Models

The MLPG method is based on the solution of the weak form of the governing
equations formulated over a local sub-domain Ωs (with boundary Γs), which is lo-
cated entirely within the global flow domain Ω (with global boundary Γ), see Fig.
1. The local sub-domain Ωs surrounding each MLPG node that is located, either
randomly or with a certain previously known spatial distribution, in the global do-
main Ω, can be of an arbitrary shape, however simple geometries like a circle or
a rectangle in 2D problems, [Lin and Atluri (2000); Lin and Atluri (2001); Atluri
and Shen (2002b)], or a sphere, cube or ellipsoid in 3D systems [Avila and Atluri
(2009)] have been commonly used. In this paper, the local subdomain Ωs may have
the shape of a four sided deformed region that is defined by 9 nodes, see Fig. 1.
During the numerical process, the deformed 2D geometry is mapped into a quadri-
lateral standard local domain to perform the integration of the flow equations, see
Sect. 6. The particular characteristic of the truly gridless MLPG method is that the
local sub-domains may overlap each other as shown in Fig. 1. The MLPG method
is based on the assumption that the union of all local sub-domains Ωs represents
the entire flow domain Ω in such a manner that ∪Ωs ⊃Ω. Consequently as long as
the union of all local sub-domains Ωs covers the entire flow domain Ω, the global
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weak form of the governing equations and the boundary conditions, will be satis-
fied a posteriori in the global domain Ω and on the boundary Γ, respectively [Lin
and Atluri (2000); Lin and Atluri (2001); Atluri and Shen (2002b)]. In the local
weak formulation of the non-steady, incompressible fluid flow equations, we as-
sume that the test function w [as in the continuity equation (1)] or each of the test
functions wi [as in the momentum equations (2)] over each local sub-domain Ωs,
are the same as the weight function used to digitally generate the trial functions of
the dependent flow variables (Moving Least Squares (MLS) numerical technique,
see Sect. 6). This way to select the test function over Ωs has been called by Atluri
and Shen (2002b) as the MLPG1 approach. The analytical expression of the scalar
weight function w (or each of the wi) that we use, correspond to a fourth order func-
tion of compact support. Additionally it should be mentioned, that we use the same
scalar fourth order test function w, to obtain the weak form of each of the follow-
ing equations that we have solved in this investigation: (i) continuity equation, (ii)
x1 and x2 momentum equations, (iii) energy equation, (iv) fully implicit approach
equations, and (v) the elliptic elastostatic model equations. In the MLPG method,
the trial functions generated by a computational procedure and the test functions
(usually selected as analytical expressions) over each of the local sub-domains Ωs,
belong to different spaces. Therefore the weak form of the governing equations in
the local sub-domain Ωs is written as follows

Continuity Equation

−
∫

Ωs

(ρv ·∇w)dΩ+
∫

Γs

(
ρv ·−→η w

)
dΓ = 0, (1)

where ρ and v are the density and the velocity vector of the fluid respectively, w is
a test function (a scalar analytical expression), −→η is an outward unit vector, and Ωs

and Γs are the volume and the surface of the local flow domain surrounding each
of the MLPG nodes respectively.

Momentum Equation

∫
Ωs

ρ
∂v
∂ t
·wdΩ+

∫
Ωs

ρv ·∇v ·wdΩ−
∫

Ωs

ρg ·wdΩ−
∫

Ωs

p∇ ·wdΩ+∫
Ωs

τ ·∇ ·wdΩ+
∫

Γs

p−→η ·wdΓ−
∫

Γs

τ ·−→η ·wdΓ = 0,
(2)

where w is a test function vector (w = wiii), p is the pressure, g is the gravity vector,
τ is the viscous stress tensor, which is defined by

τi j = µ

(
∂vi

∂x j
+

∂v j

∂xi

)
, (3)



20 Copyright © 2009 Tech Science Press CMES, vol.54, no.1, pp.15-64, 2009

and µ is the dynamic viscosity of the fluid. Eq. (2) can also be written as [Lin and
Atluri (2001); Foias, Manley, Rosa, and Temam (2001); Atluri and Shen (2002a);
Atluri (2004)]∫

Ωs

ρ
∂v j

∂ t
w jdΩ+

∫
Ωs

ρvi
∂v j

∂xi
w jdΩ−

∫
Ωs

ρg jw jdΩ−
∫

Ωs

p
∂w j

∂x j
dΩ+∫

Ωs

τ ji
∂w j

∂xi
dΩ+

∫
Γs

pn jw jdΓ−
∫

Γs

τ jiηiw jdΓ = 0.
(4)

Taking into accout the expression of the viscous stress tensor, Eq. (3), and by
assuming in the test function vector w that w1 = w2 = w3 = w, Eq. (4), along the i j

direction, can be written as

∫
Ωs

ρ
∂v j

∂ t
wdΩ+

∫
Ωs

ρvi
∂v j

∂xi
wdΩ−

∫
Ωs

ρg jwdΩ−
∫

Ωs

p
∂w
∂x j

dΩ+∫
Ωs

µ
∂v j

∂xi

∂w
∂xi

dΩ+
∫

Ωs

µ
∂vi

∂x j

∂w
∂xi

dΩ+
∫

Γs

pn jwdΓ−
∫

Γs

µ
∂v j

∂xi
ηiwdΓ−∫

Γs

µ
∂vi

∂x j
ηiwdΓ = 0.

(5)

Energy Equation∫
Ωs

∂T
∂ t

wdΩ+
∫

Ωs

v ·∇TwdΩ+
∫

Ωs

α∇T ·∇wdΩ−
∫

Γs

α∇T ·−→η wdΓ−∫
Ωs

SE

ρCp
wdΩ = 0,

(6)

where T is the temperature, α is the thermal diffusivity, Cp is the specific heat
and SE is a source of thermal energy (rate of thermal energy generation per unit
volume). Note that the same test function w has been used in the weak form of Eqs.
(1), (5) and (6).

3 Time discretization

The temporal term of the non-steady fluid flow equations (see Eqs. (5) and (6)) has
been discretized by using the Crank-Nicolson scheme which is the average of the
forward Euler method (dependent variables evaluated at the time step n, explicit
approach) and the backward Euler method (dependent variables evaluated at the
time step n+1, implicit approach). If we add the explicit and implicit expressions,



Numerical Solution of Non-steady Flows 21

with the time derivative approximated by

∂v j

∂ t
=

v(n+1)
j − vn

j

∆t
and

∂T
∂ t

=
T (n+1)−T n

∆t
, (7)

we obtain the following expressions:

Momentum equation

2
∫

Ωs

ρvn+1
j

∆t
wdΩ+

∫
Ωs

ρv(n+1)
i

∂v(n+1)
j

∂xi
wdΩ−

∫
Ωs

ρg(n+1)
j wdΩ−

∫
Ωs

p(n+1) ∂w
∂x j

dΩ+
∫

Ωs

µ
∂v(n+1)

j

∂xi

∂w
∂xi

dΩ+
∫

Ωs

µ
∂v(n+1)

i
∂x j

∂w
∂xi

dΩ+

∫
Γs

p(n+1)n jwdΓ−
∫

Γs

µ
∂v(n+1)

j

∂xi
ηiwdΓ−

∫
Γs

µ
∂v(n+1)

i
∂x j

ηiwdΓ =

2
∫

Ωs

ρvn
j

∆t
wdΩ−

∫
Ωs

ρvn
i

∂vn
j

∂xi
wdΩ+

∫
Ωs

ρgn
jwdΩ+∫

Ωs

pn ∂w
∂x j

dΩ−
∫

Ωs

µ
∂vn

j

∂xi

∂w
∂xi

dΩ−
∫

Ωs

µ
∂vn

i
∂x j

∂w
∂xi

dΩ−∫
Γs

pnn jwdΓ+
∫

Γs

µ
∂vn

j

∂xi
ηiwdΓ+

∫
Γs

µ
∂vn

i
∂x j

ηiwdΓ.

(8)

Energy equation

2
∫

Ωs

T (n+1)

∆t
wdΩ+

∫
Ωs

v(n+1)
i

∂T (n+1)

∂xi
wdΩ+

∫
Ωs

α
∂T (n+1)

∂xi

∂w
∂xi
−

∫
Γs

α
∂T (n+1)

∂xi
ηiwdΓ−

∫
Ωs

S(n+1)
E
ρCP

wdΩ =

2
∫

Ωs

T n

∆t
wdΩ−

∫
Ωs

vn
i

∂T n

∂xi
wdΩ−

∫
Ωs

α
∂T n

∂xi

∂w
∂xi

+∫
Γs

α
∂T n

∂xi
ηiwdΓ+

∫
Ωs

Sn
E

ρCP
wdΩ.

(9)

4 A fully implicit pressure-velocity correction approach to solve the fluid
equations

Due to the non-linear nature of the momentum equation, a segregated solution al-
gorithm has been used to solve Eqs. (1) and (8) in a sequential manner. To obtain



22 Copyright © 2009 Tech Science Press CMES, vol.54, no.1, pp.15-64, 2009

a converged solution of the governing equations at each time step n + 1, from the
velocity and pressure fields known at the previous time step n, we use the following
iterative fully implicit pressure-velocity correction approach:
1).-From the values of v j and p, known at the previous time step n (a particular case
is when n = 0, i.e. at t = 0), we propose to use these known values as the guessed
values for the velocities v∗(n+1)

j and pressure p∗(n+1) to be used in the solution of

the x1 ( j = 1) momentum equation, see Eq. (8). Note that the guessed value v∗(n+1)
1

is only used in the convective term∫
Ωs

ρv∗(n+1)
1

∂v(n+1)
1

∂x1
wdΩ , (10)

whereas in the rest of the terms of Eq. (8), the guessed values for v∗(n+1)
2 , v∗(n+1)

3

and p∗(n+1) are used in such a manner that the only unknown variable is v(n+1)
1 .

Hence we first solve the x1 momentum equation.
2).-Now we have an updated value for the v(n+1)

1 velocity, in the segregated al-
gorithms it is usually written as v∗∗(n+1)

1 . The updated velocity v∗∗(n+1)
1 and the

guessed values for v∗(n+1)
2 , v∗(n+1)

3 and p∗(n+1) are now used to solve the x2 ( j = 2)
momentum equation, see Eq. (8), in such a manner that the only unknown variable
is v(n+1)

2 .
3).-Now we have an updated value for the v(n+1)

2 velocity, i.e. v∗∗(n+1)
2 . If the

problem is three-dimensional, the updated velocities v∗∗(n+1)
1 and v∗∗(n+1)

2 , and the
guessed values for v∗(n+1)

3 and p∗(n+1) are now used to solve the x3 ( j = 3) mo-
mentum equation, see Eq. (8), in such a manner that the only unknown variable is
v(n+1)

3 .
4).-Now we have also an updated value for the v(n+1)

3 velocity, i.e. v∗∗(n+1)
3 .

5).-The three updated velocities v∗∗(n+1)
1 , v∗∗(n+1)

2 and v∗∗(n+1)
3 are used in the con-

tinuity equation Eq. (1), to obtain a residual of mass ∆ṁ, i.e.

−
∫

Ωs

ρv∗∗(n+1)
i

∂w
∂xi

dΩ+
∫

Γs

ρv∗∗(n+1)
i ηiwdΓ = ∆ṁ. (11)

6).-The correction of velocities v′j and pressure p′ are defined by the following
expressions:

vn+1
j = v∗∗(n+1)

j + v′j and pn+1 = p∗(n+1) + p′, (12)

if we assume that Eqs. (12) exactly satisfy the continuity equation, Eq. (1), we may
write:

−
∫

Ωs

ρv∗∗(n+1)
i

∂w
∂xi

dΩ−
∫

Ωs

ρv′i
∂w
∂xi

dΩ+
∫

Γs

ρv∗∗(n+1)
i ηiwdΓ+

∫
Γs

ρv′iηiwdΓ = 0.
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(13)

Subtracting Eq. (13) from Eq. (11) we obtain the first equation for the correction
of velocities:∫

Ωs

ρv′i
∂w
∂xi

dΩ−
∫

Γs

ρv′iηiwdΓ = ∆ṁ. (14)

7).-We substitute the previously calculated velocity v∗∗(n+1)
1 into the j = 1 momen-

tum equation, Eq. (8), hence we have

2
∫

Ωs

ρ
v∗∗(n+1)

1
∆t

wdΩ+
∫

Ωs

ρv∗(n+1)
i

∂v∗∗(n+1)
1
∂xi

wdΩ−
∫

Ωs

ρg(n+1)
1 wdΩ−

∫
Ωs

p∗(n+1) ∂w
∂x1

dΩ+
∫

Ωs

µ
∂v∗∗(n+1)

1
∂xi

∂w
∂xi

dΩ+
∫

Ωs

µ
∂v∗∗(n+1)

1
∂x1

∂w
∂x1

dΩ+

∫
Ωs

µ
∂v∗(n+1)

2
∂x1

∂w
∂x2

dΩ+
∫

Ωs

µ
∂v∗(n+1)

3
∂x1

∂w
∂x3

dΩ−
∫

Γs

µ
∂v∗∗(n+1)

1
∂xi

ηiwdΓ−

∫
Γs

µ
∂v∗∗(n+1)

1
∂x1

η1wdΓ−
∫

Γs

µ
∂v∗(n+1)

2
∂x1

η2wdΓ−
∫

Γs

µ
∂v∗(n+1)

3
∂x1

η3wdΓ+∫
Γs

p∗(n+1)
η1wdΓ = RHS,

(15)

where RHS is the right hand side term of Eq. (8) which corresponds to the known
values at the n time step. Now we assume that Eqs. (12) also satisfy the j = 1
momentum equation, see Eq. (8), therefore by substituting vn+1

1 = v∗∗(n+1)
1 +v′1 and

pn+1 = p∗(n+1) + p′ into Eq. (8) we generate another momentum equation along x1
direction that involves the correction of velocity v′1 and the correction of pressure
p′. By subtracting this new equation (whose right hand side is also RHS) from
Eq. (15), we obtain a second equation that takes into account the correction of the
velocity v′1 and the correction of pressure p′, hence we have:

−2
∫

Ωs

ρ
v′1
∆t

wdΩ−
∫

Ωs

ρv∗(n+1)
i

∂v′1
∂xi

wdΩ+
∫

Ωs

p′
∂w
∂x1

dΩ−
∫

Ωs

µ
∂v′1
∂xi

∂w
∂xi

dΩ−∫
Ωs

µ
∂v′1
∂x1

∂w
∂x1

dΩ+
∫

Γs

µ
∂v′1
∂xi

ηiwdΓ+
∫

Γs

µ
∂v′1
∂x1

η1wdΓ−
∫

Γs

p′η1wdΓ = 0.

(16)

A similar procedure can be carried out to obtain, from the momentum equation
along the other two directions x2 ( j = 2) and x3 ( j = 3), the equations for the cor-
rection of velocities v′2 and v′3 and pressure p′.
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8).-The third equation that includes the correction of the velocity v′2 and the correc-
tion of pressure p′ is the following:

−2
∫

Ωs

ρ
v′2
∆t

wdΩ−
∫

Ωs

ρv∗∗(n+1)
1

∂v′2
∂x1

wdΩ−
∫

Ωs

ρv∗(n+1)
2

∂v′2
∂x2

wdΩ−∫
Ωs

ρv∗(n+1)
3

∂v′2
∂x3

wdΩ+
∫

Ωs

p′
∂w
∂x2

dΩ−
∫

Ωs

µ
∂v′2
∂xi

∂w
∂xi

dΩ−∫
Ωs

µ
∂v′2
∂x2

∂w
∂x2

dΩ+
∫

Γs

µ
∂v′2
∂xi

ηiwdΓ+
∫

Γs

µ
∂v′2
∂x2

η2wdΓ−∫
Γs

p′η2wdΓ = 0.

(17)

9).-The fourth equation that involves the correction of the velocity v′3 and the cor-
rection of pressure p′ is written as

−2
∫

Ωs

ρ
v′3
∆t

wdΩ−
∫

Ωs

ρv∗∗(n+1)
1

∂v′3
∂x1

wdΩ−
∫

Ωs

ρv∗∗(n+1)
2

∂v′3
∂x2

wdΩ−∫
Ωs

ρv∗(n+1)
3

∂v′3
∂x3

wdΩ+
∫

Ωs

p′
∂w
∂x3

dΩ−
∫

Ωs

µ
∂v′3
∂xi

∂w
∂xi

dΩ−∫
Ωs

µ
∂v′3
∂x3

∂w
∂x3

dΩ+
∫

Γs

µ
∂v′3
∂xi

ηiwdΓ+
∫

Γs

µ
∂v′3
∂x3

η3wdΓ−∫
Γs

p′η3wdΓ = 0.

(18)

Notice that the four equations, Eqs. (14), (16), (17) and (18) constitute a system of
four equations with four unknown variables (v′1, v′2, v′3 and p′).
10).-After the solution of the system of equations, we proceed to obtain an updated
value for the variables at the n+1 time step as

vn+1
j = v∗∗(n+1)

j + γ jv′j and pn+1 = p∗(n+1) + γp p′, (19)

where γ j and γp are under-relaxation parameters which act to slow down the changes,
from iteration to iteration, in the value of the updated variables. The particular value
of the γ under-relaxation parameters depends on the case under study, however it is
in the range 0 < γ < 1. The updated values are then taken as the guessed values for
the next iteration, hence we have

v∗(n+1)
j = vn+1

j and p∗(n+1) = pn+1 . (20)

11).-If the system includes buoyancy due to the gravity force and temperature gra-
dients, the energy equation, Eq. (9), is solved.
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12).-Verify convergence. If the convergence criterion is not satisfied go to step 1
and initiate the process to calculate another set of corrections for velocity and pres-
sure. On the other hand, if the convergent criterion is satisfied, we increase the time
(by ∆t) and go to step 1 to initiate the iterative process to get convergence for the
next time step.

5 An Arbitrary Lagrangian Eulerian (ALE) formulation and an elliptic elas-
tostatic model for the repositioning of the MLPG nodes, due to a Solid
Surface in Motion in the Fluid Domain

During the last three decades, fluid-solid interaction, and free-surface problems
have been traditionally solved by using mesh based numerical algorithms, which
have been coupled with an interface-tracking (moving-mesh) method known as the
Arbitrary Lagrangian-Eulerian (ALE) formulation [Hughes, Liu, and Zimmermann
(1981); Donea, Giuliani, and Halleux (1982)]. In the ALE kinematical description
of the flow domain, the grid points (in our case the MLPG nodes) are displaced
independently of the fluid motion. In the moving mesh based methods, as the solid
body moves and the spatial flow domain changes its shape, the mesh moves to
follow ("track") the fluid-solid body interface. Tracking the interface by moving
the fluid mesh allows one to control the mesh resolution in critical regions with
large velocity or temperature gradients, and to obtain better results in problems
with complex geometry.

In this investigation we compute the transient flow field in systems wherein certain
boundaries (or surfaces) are moving with a prescribed law of motion. Hence as
time elapses, we know that at the time steps n and n+1, the position vectors of the
MLPG nodes located at the moving solid boundary are Xn and Xn+1 respectively
(consequently we know the displacement vector ub = Xn+1−Xn). We assume that
the displacement ub of each of the MLPG nodes located at the fluid-solid interface,
influences the displacement u of the MLPG nodes located elsewhere in the flow
domain, in the vicinity of the moving surfaces. We use a Quasi-Eulerian approach
(QE), in which the MLPG nodes move continuously with the motion of the moving
boundary, in such a manner that the position of any MLPG node in the flow domain
is only a function of the prescribed law of motion of the nodes located at the moving
boundary. Therefore the motion of the nodes located in the flow domain, induced
by the moving surfaces, is independent of the velocity of the fluid at this node. As
we deal with the motion of the MLPG nodes, we should also deal with the velocity
of the MLPG nodes. The Quasi-Eulerian approach makes the assumption that the
velocity v̂ of the MLPG nodes located in the flow domain is small in magnitude
compared to the velocity of the fluid v [Gwynllyw and Phillips (2005)]. If v̂≈ 0, the
ALE formulation leads to an Eulerian approach in which the so called convective
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velocity c is simply identical to the velocity of the fluid v. Hence the local time
derivative of the v j fluid velocity in the referential domain (defined by the MLPG
nodes) Ωx̂ is approximated by, see Eq. (7) [Donea, Huerta, Ponthot, and Rodríguez-
Ferran (2005); Gwynllyw and Phillips (2005)]

∂v j

∂ t

∣∣∣∣
x̂
≈

v(n+1)
j − vn

j

∆t
, (21)

where v(n+1)
j and vn

j are the fluid velocities evaluated at the same moving MLPG
node at consecutive time steps. Regarding the velocity of the nodes located at the
moving boundary, we assume locally a purely Lagrangian approach, which implies
that the velocity of the fluid in contact with the boundary is the same as the veloc-
ity of the MLPG nodes located at the interface; therefore at the moving boundary
we assume v̂ = v. The QE scheme is simple to implement, however, if the ve-
locity of the MLPG nodes in the spatial flow domain v̂ (which is only a function
of the rate of displacement of the nodes at the moving surface), is neglected, the
accuracy of the flow field results will strongly depend on this assumption. An es-
timation of the errors associated by assuming negligible the velocity of the nodes
v̂ in the flow domain, and the formal study about the conditions under which this
assumption is valid, have not been performed in this research. However, further in-
vestigation is being carried out by the authors in which the QE approach results are
being compared with results obtained by using a complete Arbitrary Lagrangian-
Eulerian formulation. In the computer implementation of the ALE technique, it
is necessary to formulate a procedure to update, at each time step n + 1, the posi-
tion vector Xn+1 of the MLPG nodes located in the flow domain, in the vicinity of
the moving surfaces, as a function of the prescribed a priori displacement vector
ub of the nodes located at the moving boundary. Once the motion of the nodes at
the moving interface is known, the rezoning of the MLPG nodes in the flow do-
main is determined by using an automatic nodes-displacement procedure, which is
based on the solution of an elliptic (elastostatic) model. The solution of the ellip-
tic model provides the displacement vector u of the MLPG nodes located in the
flow domain. As it is well known, the major drawback of the elastostatic solution
is that it does not guarantee the absence of overlapping of the nodes as the mo-
tion of the surface evolves. In the elasticity approach, the spatial flow domain is
assumed to be an elastic continuum. Therefore we assume that the nodes are em-
bedded in a continuous elastostatic medium. The elastic medium analogy, which
has also been implemented in the mesh based methods, considers that the elasto-
static equilibrium equations together with the compressive and shear moduli of the
medium, define the grid deformation. For large deformation problems using mesh
based methods, the elasticity method is normally associated with some type of re-
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meshing. Sophisticated elastic analogy methods have been developed in which the
material properties of the elastic continuum are functions of the cell characteristics,
in such a manner that the mesh material stiffness may be proportional to the cell
aspect ratio, therefore the deformation of the mesh near the moving boundary may
be less than the deformation of the cells away from the solid-fluid interface. The
elasticity analogy models have also been implemented with nonlinear stress-strain
relationships that allow to control the degree of mesh distortion [Stein, Tezduyar,
and Benney (2003); Barone and Payne (2005)].

The linear elastostatic methods for the repositioning of the mesh (MLPG nodes) are
based on two fundamental assumptions: (i) the geometrical linearization, in which
it is assumed that the infinitesimal strain tensor εi j (u), is given by

εi j (u) =
1
2

(
∂ui

∂x j
+

∂u j

∂xi

)
, (22)

note that nonlinear strain terms (∂uk/∂xi)(∂uk/∂x j) have been neglected in Eq.
(22), and (ii) the material behaves linearly, that is the stress tensor σi j is given by
the relationship σi j =Ci jklεkl , where the coefficients Ci jkl may depend on space, but
they do not depend on the deformation. Both assumptions are valid for inifinites-
imal small deformations of the continuum. Using the MLPG approach each of
the nodes located at the moving surface may have large independent displacements
compared to the size of the flow domain, in which case (such as the cases shown in
Sects. 7.2, 7.3 and 7.4), the continuous medium in which the MLPG nodes are em-
bedded, may be considered as a hyperelastic material. The hyperelasticity theory
takes into account constitutive laws to model materials that respond elastically up
to very large strains with nonlinear kinematics and nonlinear material behaviour.

The repositioning of the nodes in the flow domain considering large displacements
of the nodes at the moving interface, may be obtained by solving the hyperelasticity
equations which are based on the relationship between the Green-Lagrange strain
tensor E, the second Piola-Kirchhoff stress tensor T and the stored energy function
W , i.e.

T =
∂W
∂E

. (23)

The stored energy function W can be of the Mooney-Rivlin type, which is often
used to model incompressible materials. The repositioning of the MLPG nodes by
assuming a hyperelastic medium is a complicated task, however it is under inves-
tigation in the research group of the authors. In order to overcome the problem
associated with the rezoning of the nodes we have taken into account the equations
of the linear elasticity theory under the conditions of equilibrium and steady state
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(the displacement of the MLPG nodes at the time step n + 1 is "frozen" after the
solution of the elastostatic model), and assuming that the nodes are embedded in an
isotropic and homogeneous elastic medium, the equations governing the displace-
ment u of the nodes in the flow domain are written as

∂σi j

∂xi
+ f j = 0, (24)

where σi j is the Cauchy stress tensor and f j is the body force vector per unit vol-
ume. In the linear elasticity theory, the components of the stress tensor σi j are
defined as

σi j = λ tr(εi j (u))I+2Gεi j (u) , (25)

where tr () is the trace operator, λ and G are the Lamé constants, and I is the identity
tensor. In terms of the displacement vector u, Eq. (24) is written as

G∇
2u+(G+λ ) grad div u+ f = 0. (26)

We refer to Eq. (26) as the elastostatic equation. In this investigation we assume
that the divergence of the displacement vector and the body force vector are neg-
ligible, hence it may be seen that the rezoning of the MLPG nodes is reduced to
the solution of the Laplace equation for each component of the displacement vec-
tor. The Dirichlet boundary conditions are represented by the displacement of the
MLPG nodes at the moving boundary ub and the null displacement of the MLPG
nodes at the fixed boundaries. Hence the formal statement of the problem is as
follows: Given ub, the prescribed displacement of the nodes located on the moving
surface, find the displacement field u of the nodes located on the flow domain such
that

∇
2u = 0 in the flow domain, (27)

u = ub on the moving boundary and (28)

u = 0 on the fixed boundary. (29)

Eqs. (27)-(29) are, respectively, the governing equation, the moving and the fixed
boundary conditions. The Laplace equation, see Eq. (27), along each direction is
also solved by the MLPG method, hence the local weak formulation of Eq. (27) is
represented as∫

Ωs

(∇ ·∇ui)wdΩ = 0, (30)
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where the subindex i goes from 1 to 3. Using the divergence theorem, Eq. (30) may
be written as∫

Ωs

(
∂ui

∂x1

∂w
∂x1

+
∂ui

∂x2

∂w
∂x2

+
∂ui

∂x3

∂w
∂x3

)
dΩ−∫

Γs

(
w

∂ui

∂x1
n1 +w

∂ui

∂x2
n2 +w

∂ui

∂x3
n3

)
dΓ = 0.

(31)

Note that an identical weight function w is used in the weak form of each of the
equations (27). After the solution of the Laplace equation for each component of
the displacement vector u, the position of the nodes out of the moving boundaries,
at the time step n+1 is calculated as

Xn+1 = u+Xn. (32)

Once the position of the whole set of MLPG nodes in the flow domain is known
at the time step n + 1, we proceed to calculate the flow field by using the iterative
process described in Sect. 4.

Fig. 2 shows the flowchart of the entire process that we follow for the solution of
the Navier-Stokes equations in a fluid domain with solid-surfaces in motion. As
it has been mentioned the MLPG method has been coupled with (i) an iterative
fully implicit approach, (ii) a simplified version of the ALE formulation (the QE
model) for tracking the moving surface, and (iii) an elliptic elastostatic procedure
for repositioning the MLPG nodes in the flow domain.

6 Isoparametric mapping and the MLS technique

As it has been mentioned in Sec. 2, the MLPG method is based on the local weak
formulation of the governing equations. The integration of the equations is per-
formed in a local sub-domain Ωs surrounding each node. Even though the computer
code has been developed to obtain the numerical solution of three dimensional and
non-steady fluid flow problems, in this paper we only report the solution of tran-
sient two dimensional problems with deformed geometry. The local sub-domain Ωs

surrounding each node is a four sided deformed region defined by 9 nodes. Each of
the deformed regions (defined in the Cartesian coordinate system-physical flow do-
main) is mapped to a standard computational region (-1≤ r ≤ 1, -1≤ s≤1) defined
in the local orthogonal curvilinear coordinate system (r,s). In the local standard do-
main, the integration of the equations is carried out by a Gauss-Lobatto-Legendre
quadrature rule. We have approximated all the dependent variables of the system
(v j, p, v′j, p′, T and u j) by a polynomial expansion of the form

uδ (x1,x2) =
N=9

∑
i=1

φ
i(r,s)ui(x1,x2), (33)



30 Copyright © 2009 Tech Science Press CMES, vol.54, no.1, pp.15-64, 2009

Solve x1 Mom. Eq. (8)

v∗(n+1)
1 , v∗(n+1)

2 , p∗(n+1)

to obtain v∗∗(n+1)
1

?
Solve x2 Mom. Eq. (8)

v∗∗(n+1)
1 , v∗(n+1)

2 , p∗(n+1)

to obtain v∗∗(n+1)
2

?

Use v∗∗(n+1)
1 , v∗∗(n+1)

2
to obtain ∆ṁ, Eq. (11)
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Figure 2: Flowchart: MLPG solution of the Navier-Stokes equations coupled with:
(i) a fully implicit pressure correction approach, (ii) an ALE formulation, and (iii)
an elliptic elastostatic model.
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where x1, x2 are the Cartesian coordinates and r and s are the local orthogonal curvi-
linear coordinates defined in the standard region. The summation is carried out over
the local region Ωs defined by the number of neighbours (N = 9) surrounding each
node. The shape functions φ i(r,s) defined in the standard region are digitally gener-
ated by using the Moving Least Squares (MLS) numerical technique. In the MLPG
method the domain surrounding each node may be of an arbitrary shape. The shape
of this region is defined by the position of the nodes in the neighbourhood of each
node used to discretize the domain. To integrate or differentiate the dependent
variables in regions with deformed geometry we introduce a one-to-one mapping
between the Cartesian coordinate system and the orthogonal curvilinear coordinate
system. The mapping used is based upon the MLS shape functions φ i(r,s) in an
iso-parametric representation. Using an iso-parametric mapping, the geometry of
the local region is represented with an expansion of the same polynomial order as
the dependent variables, hence the geometry of the domain surrounding each node
is also represented as

xi =
N

∑
k=1

φ
k(r,s)xk

i , (34)

where xk
1 and xk

2 are the Cartesian coordinates of the neighbours that constitute the
local domain surrounding each node. After the MLS shape functions are digitally
generated, the differential and integral operations may be carried out. The MLS
approximation uδ (x) of the general function u(x) is written as

uδ (x1,x2) = PT (r,s) ·a, (35)

where

PT (r,s) =
[
1 r s

]
(36)

is a monomial basis of order three and

a(x) =

a1
a2
a3

 (37)

is a vector of unknown coefficients. In the MLS method the coefficients a j are
determined by minimizing a weighted discrete L2-norm

J(r,s) =
N

∑
i=1

wi(r,s)
[
PT (r,s) ·a−ui

]2
, (38)
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where wi(r,s) is the weight function associated with the ith node in the local stan-
dard domain. By minimizing Eq. (38) we obtain the expression for the coefficients
a j;

a = M−1Bu. (39)

Using Eq. (39) in Eq. (35), we find the expression for the MLS shape functions

φ
T (r,s) = PT (r,s) ·M−1B, (40)

the matrices M−1 and B are also defined in the standard domain (r,s). The weight
function wi(r,s) used in Eq. (38), is obtained by the tensor product of the weight
functions wi defined along each direction of the local standard coordinate system,
then

wi(r,s) = wi(r)wi(s), (41)

where the weight functions wi(r) and wi(s) are fourth order functions of compact
support, which are defined as

wi (r) =

{
1−6q2

r +8q3
r −3q4

r for qr = |r−ri|
ρr
≤ 1

0 for qr = |r−ri|
ρr

> 1
(42)

and

wi (s) =

{
1−6q2

s +8q3
s −3q4

s for qs = |s−si|
ρs
≤ 1

0 for qs = |s−si|
ρs

> 1
, (43)

where ρr and ρs are length scales which are related with the size of the local stan-
dard domain, and the values |r− ri| and |s− si| represent the distance between the
ith node and the Gauss-Lobatto-Legendre point (r,s), used in the numerical quadra-
ture process. The derivative of the MLS shape functions with respect to the local
coordinates r and s is written as, see Eq. (40):

∂φ T (r,s)
∂ zi

=
∂

∂ zi

(
PT M−1B

)
=
(

∂PT

∂ zi
M−1B+PT ∂M−1

∂ zi
B+PT M−1 ∂B

∂ zi

)
, (44)

where zi is a general variable representing z1 = r and z2 = s. The derivative of the
matrix M−1 can be obtained as

∂M−1

∂ zi
=−M−1 ∂M

∂ zi
M−1. (45)



Numerical Solution of Non-steady Flows 33

The derivatives of the matrices PT , M and B with respect to the local variables
(r and s) involve the derivatives of the weight function wi(r,s). The whole set of
expressions needed to obtain: (i) the derivatives of the weight function wi(r,s) with
respect to the orthogonal curvilinear coordinates r and s, (ii) the transformation
functions that convert the Cartesian coordinate system to a orthogonal curvilinear
coordinate system, (iii) the transformation rules to perform the spatial derivatives
in the Cartesian coordinate system of the dependent variables which are defined
in the local orthogonal curvilinear coordinate system, (iv) the process to carry out
the numerical quadrature of the volume and surface integrals, (v) the definition of
the contravariant vectors used in the line integrals and (vi) the definition of the arc
length increment also needed in the line integrals, have been previously reported
by [Lin and Atluri (2001); Atluri and Shen (2002a); Atluri (2004); Avila and Atluri
(2009)].

Figure 3: Non-steady flow in a periodically driven cavity flow. 40× 40 = 1600
MLPG nodes with uniform distribution. Harmonic-oscillation of the bottom lid
velocity. St =160 and Re =1191.

7 Results

In this section we present the numerical solutions of four cases, which have been
selected mainly to show the capabilities of the MLPG methodology to solve non-
steady, two-dimensional, laminar flows in fluid domains which contain solid sur-
faces in arbitrary prescribed spatial and temporal motions. In the first three cases
the flow is confined in a rectangular cavity, whereas in the fourth case the flow is
confined in a semi-cylindrical container. In the cases under study, the non-steady
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Figure 4: Non-steady flow in a periodically driven cavity flow. ω3 vorticity fields at
P/4 phases of the third forcing period from rest. St =160 and Re =1191. Left col-
umn: MLPG results (40×40 = 1600 MLPG nodes). Right column: SEM results.

flow field is induced by: (1) a harmonic motion of the bottom lid of the cavity, (2)
a rigid flapping plate (with harmonic variation of its temperature) immersed in the
fluid, (3) an undulatory elastic body immersed in the fluid, and (4) a contraction-
expansion of an elastic body immersed in the fluid. The obtained results for the
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Figure 5: Non-steady flow in a periodically driven cavity flow. St =160 and
Re =1191. Velocity field at the end of the third forcing period, 4P/4. Top panel:
MLPG results (40×40 = 1600 MLPG nodes). Bottom panel: SEM results.

case with a sliding boundary (case 1) have been compared with the results pro-
vided by the mesh based spectral element method (SEM). The results of the other
cases, in which rigid or elastic surfaces in arbitrary motion are present, have been
qualitatively compared with observations available in the literature.

7.1 Non-steady flow in a periodically driven cavity flow

Two-dimensional flow calculations in a rectangular cavity whose bottom wall slides
at a simple harmonic oscillation speed were carried out by [Blackburn and Lopez
(2003)]. The purpose of those calculations was to generate the two dimensional, pe-
riodic in time, base flow for stability analysis and to investigate the three-dimensional
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instabilities that break the space-time symmetries of the system. Fig. 3 shows the
system under study. The rectangular cavity has an aspect ratio of 2 : 1 and the flow
is driven by a prescribed harmonic-oscillation of the v1 velocity of the bottom lid,
given by

v1 (x1,0, t) = Vmax sin(2πt/P), (46)

where Vmax is the amplitude of the velocity, t is the time and P is the period of
the oscillation. The flow in the cavity is governed by two dimensionless parame-
ters, since both the amplitude and frequency (ω = 2π/P) of the wall motion can
be varied independently. One of these parameters is the Reynolds number which is
defined as Re =Vmaxh/ν , where h is the height of the cavity (along the x2 direction)
and ν is the kinematic viscosity of the fluid. The other controlling parameter is the
Stokes number which is defined as St=h2/Pν . Non-slip velocity boundary condi-
tions are imposed at the walls. The velocity is zero on the lateral and top walls.
In the numerical calculations the x1 component of the velocity v1 on the oscillating
bottom lid is set to [Blackburn and Lopez (2003)]:

v1 (x1,0, t) = [1− exp
(
−200(1+ x1/h)4

)
][1− exp

(
−200(1− x1/h)4

)
]

Vmax sin(2πt/P) ,
(47)

where the exponential terms lead to a smooth change of the discontinuity where
the bottom lid meets the vertical stationary walls. As the Re number is increased
beyond a critical value, the basic state loses its stability, and the onset of three
dimensional unstable modes occurs. We have selected the value of the control
parameters as St = 160 and Re = 1191. These values correspond to the critical pa-
rameters leading to a three-dimensional long wavelength synchronous instability.
Our numerical code solves the dimensional fluid equations; therefore in order to
obtain the critical value of the control parameters, we have to propose the values
of the fluid properties and the length scale of the cavity. The selected values that
satisfy the critical parameters (St = 160 and Re = 1191) are the following: ρ = 1
kg/m3, µ = 0.0042 kg/m-s, P = 1.488 s, Vmax = 5 m/s and h = 1 m. In the numeri-
cal solution, the time increment was fixed to ∆t = 0.05 s. [Vogel, Hirsa, and Lopez
(2003); [Blackburn and Lopez (2003)] found that the two-dimensional time peri-
odic basic state consists of large scale rotating flow structures that form alternately
at each end of the cavity, synchronously with the stroke of the bottom lid. Instan-
taneous contours of the ω3 vorticity at P/4 phases of the third forcing period (from
rest) of the bottom lid motion, are shown in Fig. 4. On the left column the MLPG
results are shown, whereas on the right column the SEM results are presented. The
SEM results were obtained by using a mesh of 108 macro elements (12 × 9). The
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shape functions of the dependent variables in the SEM approach were generated as
tensor products of a polynomial nodal expansion based on Lagrange polynomials.
The order of the one-dimensional Lagrange interpolants was selected to be equal
to 9. The Lagrange polynomials are associated with nodal points located at the ze-
ros of the Gauss-Lobatto-Legendre polynomials [Karniadakis and Sherwin (1999);
Rønquist (1988)]. Fig. 4 shows that at 2P/4 and 4P/4 the flow pattern exhibits
two large-scale vortices which are generated by the presence of the vertical walls.
It is observed that at P/4 and 3P/4 most of the vorticity is concentrated within the
Stokes layer adjacent to the oscillating wall. Note that the vorticity field and the
core position of the large scale vortices (at 2P/4 and 4P/4) obtained by the MLPG
method are in fair agreement with the results provided by the SEM. Tab. 1, shows
the maximum ω3 vorticity (clockwise rotation) at P/4 phases of the third forcing
period. Within each parenthesis we have written three numbers; the first two num-
bers correspond to the coordinates x1 and x2 of the point where the maximum ω3
vorticity takes place. The third number represents the value of the maximum ω3
vorticity. Tab. 2, shows the minimum ω3 vorticity (counterclockwise rotation) at
the P/4 phases of the third forcing period, again; within each parenthesis we have
written the coordinates of the point (where the minimum value occurs), and the
value of the minimum ω3 vorticity. Regarding the maximum vorticity and the po-
sition where it takes place, at 2P/4, it is observed that both methods provide very
similar results. On the other hand, note that at 4P/4, the values of the minimum
ω3 vorticity and the position where it occurs, obtained by both methods, are in fair
agreement.

Table 1: Maximum ω3 vorticity [s−1] (clockwise), and position where it occurs, at
P/4 phases of the third forcing period, see Fig. 4. (x1, x2, ω3max).

P/4 2P/4 3P/4 4P/4
MLPG (-0.58,0.01,109.4) (0.89,0.3,21.2) (-0.84,0.01,33.6) (-0.74,0.01,34.5)
SEM (-0.67,0.01,321.8) (0.8,0.38,24.1) (-0.77,0.01,156.0) (-0.58,0.01,116.3)

Table 2: Minimum ω3 vorticity [s−1] (counterclockwise), and position where it
occurs, at P/4 phases of the third forcing period, see Fig. 4. (x1, x2, ω3min).

P/4 2P/4 3P/4 4P/4
MLPG (0.84,0.01,-32.5) (0.64,0.01,-47.1) (0.58,0.01,-109.1) (-0.89,0.28,-23.8)
SEM (0.77,0.01,-154.3) (0.6,0.01,-138.1) (0.67,0.01,-319.3) (-0.8,0.36,-25.5)

The velocity field at the end of the third forcing period, 4P/4, is shown in Fig. 5.
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It may be seen that the MLPG method is capable of properly calculating the core
location of the two large-scale rotating flow structures. Tab. 3 shows the maximum
and minimum value of the horizontal v1 and vertical v2 velocities, at the end of the
forcing period, see Fig. 5. It may be observed that the values obtained by the two
methods are of the same order of magnitude. Tab. 4 shows the coordinates (x1,x2)
of the point where the maximum value of the velocities, v1 and v2, take place.
Regarding the maximum v2 velocity and the location where it takes place, note
that the results obtained by both methods are in fair agreement. We may conclude
that the MLPG method is a reliable numerical algorithm that is capable of solving
non-steady, two-dimensional, laminar flows driven by an oscillatory motion of the
bottom lid of a rectangular cavity.

Table 3: Maximum and minimum value of the velocities [m/s] at the end, 4P/4, of
the third forcing period, see Fig. 5 .

v1max v1min v2max v2min

MLPG 0.88 -1.85 2.04 -0.63
SEM 1.04 -1.71 1.84 -0.54

Table 4: Maximum value of the v1 and v2 velocities [m/s] and position where they
take place, at the end, 4P/4, of the third forcing period, see Fig. 5. (x1, x2, vimax)

v1max v2max

MLPG (0.53,0.12, 0.88) (-0.94,0.25,2.04)
SEM (-0.83,0.44,1.04) (-0.93,0.3,1.84)

7.2 Non-steady flow surrounding a rigid flapping plate with time-periodic tem-
perature

The unsteady fluid motion induced by a flapping wing either rigid or flexible, has
been the subject of numerous investigations. In the aircraft industry, aeronautical
engineers have observed that a rigid flapping airfoil can generate "dynamic stall".
This term has been used to describe the fluid dynamics phenomenon that is capable
of generating delay of stall on wings and airfoils that are rapidly pitched beyond the
static stall angle [Carr and Chandrasekhara (1996)]. In nature, it has been observed
by biofluid-dynamicists that the non-steady flow induced by continuously flapping
flexible wings, possess the optimal aerodynamic features for the efficient unsteady
flight of small birds and insects [Ho, Nassef, Pornsinsirirak, and Tai (2003)]. In
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Figure 6: Non-steady flow surrounding a flapping plate with time-periodic tempera-
ture variation. 21x21 MLPG nodes. Harmonic-oscillation of the plate with angular
position: θ = Acos(2πt/P+π/2). Top panel: θ = 0o. Central panel: θ = −20o.
Bottom panel: θ = 20o.

the development of micro air vehicles (MAV), the design criteria normally take
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into account the flow parameters, that govern the flight of small birds, such as
wing motion, unsteady flow and low Reynolds number regime [Shyy, Berg, and
Ljungqvist (1999)]. The modeling and solution of the unsteady flight of natural
flyers is a very complicated task and presents several unsurmountable problems,
however Ellington (1984) has mentioned that the mean wing thickness of the insects
is typically about 0.057% of the wing length, therefore it is reasonable to assume,
as a first approximation to most insect wings, a rigid wing of negligible thickness
and flexibility.

Figure 7: Non-steady flow surrounding a flapping plate with time-periodic tem-
perature variation. Definition of the local coordinate systems. A fixed reference
frame (x1,x2) and a rotating reference frame (x̂1, x̂2). Harmonic-oscillation of the
plate with angular position: θ = Acos(2πt/P+π/2). MLPG nodes surrounding
the rigid plate are also shown.

In this section we use the approximation proposed by Ellington (1984) (a plate of
negligible thickness and flexibility) to calculate, by using the MLPG method, the
velocity, vorticity and temperature fields, of the flow surrounding a rigid flapping
plate immersed in a quiescent fluid. The fluid is confined in a square enclosure and
the flow is driven by both; (i) the non-steady normal and shear forces generated by
the motion of the plate (whose length is lplate), and (ii) the non-steady buoyancy
force generated by the time-periodic temperature variation of the plate. The system
under study is depicted in Fig. 6. The left and right vertical sidewalls are kept
at constant temperature TL and TR respectively (in this investigation we have as-
sumed TL = TR), while the top and bottom horizontal walls are thermally insulated.
Non-slip velocity boundary conditions have been assumed on all the walls of the
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enclosure and on the plate, therefore the fluid in contact with the plate acquires the
instantaneous local velocity of the rigid body. The angular position θ of the plate
is given by the following cosinoidal function of time

θ = Acos(2πt/P+π/2) , (48)

where A is the amplitude of the motion (A = 20o), see Fig. 6, t is the time and P is
the period. The temperature of the plate is given by the following function of time

Tplate = T +Tmax cos(2πt/PT ) , (49)

where T is the mean temperature, Tmax is the amplitude and PT is the thermal pe-
riod. The governing parameters of the system are the flapping Strouhal number
(Str = ωl2

plate/ν = 0.1), where ω = 2π/P is the frequency of the plate, and the
Rayleigh number (Ra = βg∆T L3/να = 392.4), where L is the side length of the
container and ∆T = 2Tmax. In order to satisfy the governing parameters (Str = 0.1
and Ra = 392.4) we have selected the following fluid properties, thermal condi-
tions and geometrical parameters: ρ = 1 kg/m3, µ = 1 kg/m-s, α = 1 m2/s, β = 1
K−1, g = 9.81m/s2, L = 1 m, lplate = 0.2 m, TL = TR = 5oC, A =20o, P = 10 s,
T = 20oC, Tmax = 20oC, and PT = 1 s. In the numerical simulation the time in-
crement was fixed to ∆t = 0.1 s. To generate the motion of the nodes located at
the plate and to obtain the boundary conditions for the solution of both; the fluid
equations and the elliptic elastostatic model, we define a local fixed reference frame
(x1,x2) whose origin is located at the center of the plate, see Fig. 7. Additionally we
define another local reference frame (x̂1, x̂2) that rotates with the plate and whose
origin is also located at the center of the plate, see Fig. 7. Based on these two
reference frames the position vector of each node on the plate at the time step n+1
is given by

x̂n+1 = An+1x, (50)

where An+1 is the transformation matrix between the two local reference systems,
which is defined as

An+1 =

 cosθ n+1 cos
(
θ n+1 +π/2

)
0

cos
(
π/2−θ n+1

)
cosθ n+1 0

0 0 1

 . (51)

Note that the vector x in Eq. (50) is defined in the fixed local coordinate system,
therefore it is independent on time and it is the reference position vector of the
nodes on the plate at t = 0, or at angular position θ = 0o, see Fig. 6.
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(a)

(b)

Figure 8: (a) and (b). For caption see next page.

The position of the nodes at the time step n + 1 in the global Cartesian coordinate
system (x1,x2) (whose origin is located at the bottom left of the cavity, see Fig. 6),
is calculated as

xn+1 = xc + x̂n+1, (52)

where xc is the position vector of the center of the plate (origin of the two local
coordinate systems). The displacement vector at the time step n + 1 of the nodes
located at the plate is calculated as

un+1 = xn+1−xn, (53)

where xn is the position vector of the nodes at the time step n. The displacement
vector un+1 in Eq. (53) is taken as the boundary condition for the elliptic elastostatic
model whose solution provides the displacement of the nodes located in the flow
domain. The tangential velocity of the nodes located at the plate is given as VT =
θ̇
∣∣r∣∣, where the angular velocity of the plate θ̇ is obtained as

θ̇ =−ωAsin(ωt +π/2) , (54)
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(c)

(d)

Figure 8: (c) and (d). Non-steady flow surrounding a rigid flapping plate with
time-periodic temperature variation. Left column: velocity field. Central column:
vorticity field. Right column: temperature field. (a) t = 2s, θ = −19.02o, Tplate =
40oC; (b) t = 2.3s, θ = −19.8o, Tplate = 13.8oC; (c) t = 7s, θ = 19.02o, Tplate =
40oC and (d) t = 7.3s, θ = 19.8o, Tplate = 13.8oC.

and
∣∣r∣∣ is the magnitude of the position vector of the nodes in the local rotating

frame of reference. Note that the tangential velocity VT in the local rotating coordi-
nate system is directed along the x̂2 direction (normal to the plate). The velocity of
the nodes located on the plate in the global Cartesian coordinate system is obtained
by applying a backward transformation of the form

v = AT v̂, (55)

where the vector v̂ has the components [0,VT ] and AT is the transpose of the trans-
formation matrix. The velocity vector in Eq. (55), is taken as the boundary
condition on the plate for the solution of the fluid equations. Fig. 8 shows the
velocity, vorticity and temperature fields of the induced flow surrounding a rigid
flapping plate. Note that as the temperature of the plate is increased Fig. 8 (a), the
driven buoyancy force is enhanced and it leads to an increase of the fluid velocity.
In the central panel of Fig. 8 (a), it is observed that two large well defined vortices
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Figure 9: Non-steady flow induced by an undulating body. 21x21 MLPG nodes.
Top panel: Transversal oscillation of the midline of the body (bold line) in the form
of a wave traveling backwards along the body. Central panel: wave number k/2π =
1 and amplitude at the tail ĥ1 = 0.05 m. Bottom panel wave number k/2π = 2 and
amplitude at the tail ĥ1 = 0.03 m.
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are generated, the large flow structures are delimited by the walls of the enclosure.
Additionally, it is seen that two small vortices appear surrounding the edges of the
plate. The vorticity in Fig. 8 (a) is in the range−9.2s−1 ≤ω3 ≤ 9.3s−1. In the right
panel of Fig. 8 (a), it is observed that due to the convective velocity, the isotherms
are deformed particularly in the region occupied by the plate. It is also observed
that the MLPG method successfully satisfies the Neumann boundary condition on
the insulated top and bottom walls. Fig. 8 (b) shows that as the temperature of
the plate is diminished, the velocity of the fluid decreases and the vorticity field
is characterized by the presence of six weak vortices (−0.45s−1 ≤ ω3 ≤ 0.44s−1).
In Fig. 8 (b) right panel, it may be seen that the temperature field resembles a
pure conductive regime (see the flat distribution of the isotherms) that is only dis-
turbed by the flow induced by the motion of the plate. Again it is observed that
the MLPG method satisfies the Neumann boundary condition at the top and bottom
walls. Figs. 8 (c) and (d), show the same profiles as Figs. 8 (a) and (b) respec-
tively, but a half-period evolution in time later. Note that as the plate moves from
θ = −19.02o and θ = −19.8o to θ = 19.02o and θ = 19.8o respectively, similar
flow patterns are generated, however the position of the vortices and the distribu-
tion of the isotherms is modified by the motion of the plate. It is intuitive to believe
that oscillating a plate immersed in a quiescent fluid will increase the heat transfer
rate from its surface. It has been reported that the heat transfer from the surface of
an oscillating cylinder immersed in a tank of water is increased up to 400 percent
compared to that of pure free convection (static cylinder) [Martinelli and Boelter
(1938)]. Further investigation will be carried out by the authors in order to evaluate
the instantaneous average Nusselt number on the plate, as a function of the ampli-
tude and frequency of the oscillating rigid body. In the light of the previous results,
the authors may infer that the MLPG method is also a reliable approach that can be
used to calculate the flow and heat transfer rate induced by a flapping plate located
in a quiescent fluid.

7.3 Non-steady flow induced by an undulating body

The hydromechanics of aquatic animal propulsion is a subject that has been deeply
studied by biofluid-dynamicists researches and by hydrodynamics engineers. Dur-
ing millions of years of animal evolution, natural swimmers have inevitably devel-
oped refined means of generating fast movement at low energy cost. Practically
all of the aquatic animals that possess an efficient mobility propel themselves by
undulatory motions [Lighthill (1960); Lighthill (1969); Lighthill (1970)]. In the
undulatory mode of propulsion, the animals (who have the whole body flexible)
when swimming, pass down their body, from head to tail, transverse waves with
amplitude increasing towards the rear. In the literature, analyses of the pure undu-
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latory mode of propulsion (described as "anguilliform"), in which the whole body
participates, have been carried out by using Lighthill’s "elongated-body" theory
[Lighthill (1970)]. Based on this theory, which is valid for moderate amplitude
of undulation, and for relatively elongated animals, the propulsive effectiveness of
waves of lateral displacement, propagated at a given speed along the body, can be
estimated. Of primarily importance in the study of undulatory swimming, is the
evaluation of the drag and thrust forces exerted by the fluid on the animal. Follow-
ing Lighthill’s "elongated-body" theory we assume, in the cases analyzed in this
section, that the lateral movements of the fish midline are small compared with its
length. We present the velocity and vorticity fields created by two modes of undula-
tory motion. In the first mode we assume that the fish (represented as an undulating
filament) requires the development of a complete wave along its body for swim-
ming (fish and eels swimming mode), whereas in the second mode we assume that
the animal (represented again as an undulating filament) requires the development
of two complete waves along its body for swimming (snakes mode of swimming).

The system under study is depicted in Fig. 9. We assume that the midline of the
undulating body is making a transversal oscillation in the form of a wave traveling
backwards along the body, i.e. along the x̂1 direction of a local coordinate sys-
tem whose origin is located at the front of the body, see Fig. 9 (top panel). The
amplitude of the wave increases with the distance from the front of the body. The
standard analyses of fish swimming take into account analytical approximations for
the displacement (along the x̂2 direction) of the midline ĥ(ŝ, t) of the body, where
ŝ is the distance measured along the midline from the nose of the fish, and t is the
time. We have used the following analytical expression for ĥ(ŝ, t) which gives an
approximate fit to many undulating fish [Pedley and Hill (1999)]:

ĥ = ĥ1R

{[
Aexp

(
α̂ (ŝ− l)

l

)
− iB

(
ŝ
l

)β̂
]

exp
(

ik (ŝ−Vt)
l

)}
, (56)

where the symbol R{....} means the real part of the complex quantity in the curly
brackets, i.e.

ĥ = ĥ1

[
Aexp

(
α̂ (ŝ− l)

l

)
· cos

(
k (ŝ−Vt)

l

)
+B

(
ŝ
l

)β̂

· sin
(

k (ŝ−Vt)
l

)]
, (57)

l is the total length of the body, k/2π represents the number of complete waves in
one body length, V is the speed of the wave traveling along the fish, which is defined
as V = 2πl/(kP) = ωl/k, P and ω are the period and frequency of the tail beat of
the fish respectively, α̂, β̂ are measures of the rate at which the wave amplitude
increases toward the tail, A and B are real constants chosen so that A2 +B2 = 1, i is
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√
−1 and ĥ1 is the amplitude at the tail (ŝ = l). We have used the following values:

α̂ = 0, β̂ = 1, A/B = 5/12. In the first case presented in this section, we use a
wave number k/2π equal to 1, which is a typical value for fish swimming, while in
the second case we use a wave number k/2π equal to 2, which is a characteristic
value for eel swimming [Graham, Lowell, Rubinoff, and Mota (1987)], see central
and bottom panels of Fig. 9. In both cases, the speed of the wave along the body
has been selected as V = 0.03 m/s, the amplitude at the tail for the first case is
ĥ1 = 0.05 m, whereas for the second case is ĥ1 = 0.03 m. The body is immersed
in a quiescent fluid confined in a square cavity whose side length L is equal to 1 m.
The fluid has the following properties: ρ = 1 kg/m3 and µ = 1 kg/m-s. The time
increment in the solution of the fluid equations was fixed to ∆t = 0.5 s. The length
of the undulating body for the first case is l = 0.4 m, whereas for the second case
is l = 0.6 m. In order to specify the boundary conditions on the undulating body
to solve the elliptic elastostatic model and the fluid equations, we need to evaluate
the displacement vector u and the velocity vector v at the time step n + 1 of the
MLPG nodes located on the fish. The displacement vector u is obtained as follows.
First, the local coordinates (x̂1, x̂2) of each node are evaluated, note that x̂2 = ĥ(ŝ, t),
however, to calculate x̂1 we need to calculate the x̂1 increments of the nodes located
on the midline ŝ by the relation

dx̂1 =
(
dŝ2−dĥ2)1/2

. (58)

Once the local coordinates (x̂1, x̂2) are known, the position vector x and displace-
ment vector u of the nodes located on the fish at the time step n+1, but referred to
the global Cartesian coordinate system (whose origin is located at the left botton of
the cavity, see Fig. 9), are evaluated by Eqs. (52) and (53), however this time the
vector xc, is the position vector of the origin of the local coordinate system (x̂1, x̂2).
The displacement vector u represents the boundary conditions for the solution of
the elliptic elastostatic model.

The velocity vector of the nodes on the fish has been obtained by taking the deriva-
tive of Eq. (57) with respect the time, we obtain the velocity along the x2 direction
of each node located on the midline ŝ as

v2 =
dĥ
dt

= ĥ1

[
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l
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.

(59)

The velocity along the x1 axis of the nodes located on the midline ŝ is determined
numerically by using the expression
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(a)

(b)

Figure 10: (a) and (b). For caption see next page.

v1 =
dx̂1

dt
≈

x̂n+1
1 − x̂n

1
∆t

, (60)

where x̂n+1
1 and x̂n

1 are the positions (in the local coordinate system) of the nodes at
the current and previous time respectively.

Fig. 10 shows for the first case (wave number k/2π=1) the velocity and vorticity
fields at P/4 phases of the tail beat period. The period P and the frequency ω of
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(c)

(d)

Figure 10: (c) and (d). Non-steady flow induced by an undulating body with wave
number k/2π = 1. Velocity and vorticity fields at P/4 phases of the tail beat.
V = 0.03 m/s, period and frequency of the tail beat, P = 13 s and ω = 0.48 s−1

respectively. Left column: velocity field. Right column: vorticity field. (a) P/4,
(b) 2P/4, (c) 3P/4, (d) 4P/4.

the tail beat are P = 13 s and ω = 0.48 s−1 respectively. It is observed that at P/4,
the nose of the body (located at the left end of the filament) has a small upward
velocity, while the tail has an upward motion with high velocity. It may be seen
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(a)

(b)

Figure 11: (a) and (b). For caption see next page.

that from the second node, from the nose, the velocity is downward, and its value
first increases and then decreases close to the last section of the body. As a result of
the body motion, we obtain a large counter-clockwise flow structure in the central
region of the body. It is also observed that due to the small velocity of the head
section, a small counter-clockwise vortex appears. The core of the small counter-
clockwise vortex is located slightly in front and above the midline of the fish. In
the rear region, due to the high vertical velocity of the tail, a clockwise vortex is
induced. The core of this vortex is located behind and below the midline of the fish.
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(c)

(d)

Figure 11: (c) and (d). Non-steady flow induced by an undulating body with wave
number k/2π = 2. Velocity and vorticity fields at P/4 phases of the tail beat.
V = 0.03 m/s, period and frequency of the tail beat, P = 10 s and ω = 0.62 s−1

respectively. Left column: velocity field. Right column: vorticity field. (a) P/4,
(b) 2P/4, (c) 3P/4, (d) 4P/4.

At P/4 the clockwise vortex at the tail (at x1 = 0.74 m and x2 = 0.51 m), induces a
vorticity ω3 = 0.27 s−1, whereas the counter-clockwise vortex on the central part of
the body region (at x1 = 0.59 m, x1 = 0.5 m), induces a vorticity ω3 =−0.28 s−1. In
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the vorticity fields shown on the right column of Fig. 10, it may be seen that at P/4,
four vortices are generated, the larger structure is placed in the central part, whereas
the smaller vortex is located at the tail. It is observed that due to the presence of the
walls the vorticity is damped and no vortex shedding behind the body is observed.
At 2P/4, it is observed that the head of the body has higher upward velocity than
the tail. It is seen that the upward velocity at the head monotonically decreases
along the body, and at the central portion it becomes downward. The motion of the
fish induces a large clockwise flow structure in the front and central part. But due
to the motion at the tail a small counter-clockwise vortex is also generated. The
core of this vortex is located below the midle line. It is seen that the vorticity field
shows a large vortex in the central part and two small vortices at the front and at
the tail. At 2P/4, the clockwise vortex in the central region of the body (x1 = 0.49
m, x2 = 0.5 m), induces a vorticity ω3 = 0.24 s−1, whereas the counter-clockwise
vortex at the tail (x1 = 0.68 m, x2 = 0.44 m), induces a vorticity ω3 = −0.2 s−1.
Notice that the vortex at the tail is weaker than the vortex at the central part. At
3P/4, it is observed that not only the nodes on the body have the negative of the
vertical velocity of the nodes on the midline at P/4, but also the shape of the body
has been modified, therefore we observe that the flow pattern is the inverse of the
flow pattern found at P/4. It is observed that the core of the small vortex at the
nose appears slightly below the midline, and the core of the vortex at the tail now
appears above the midline. The vorticity values and the place where they occur are
very similar to those found at P/4. At 4P/4, it is once again observed that not only
the nodes on the body have the negative of the vertical velocity of the nodes on the
midline at 2P/4, but also the shape of the body has been modified, consequently
we observe that the flow pattern is the inverse of the flow pattern found at 2P/4. It
is observed that at 4P/4, we have a large counter-clockwise flow structure in the
central region, and a small clockwise vortex at the tail. The core of this small vortex
is located above the midline of the body. Again we found that the vorticity values
and the place where they occur are very similar to those found at 2P/4. In Fig.
10 it is clearly observed that the fish passes a transverse wave along its body. It is
also observed that the body undulations generate circular flow patterns that travel
along with the body wave. This is in full agreement with experimental data and
observations, performed in undulatory natural swimmers [Müller, Smit, Stamhuis,
and Videler (2001)]. Further investigation will be carried out by the authors in order
to examine the mechanisms by which the body contributes to thrust production in
undulatory fish swimming.

Based on the above discussion we will briefly describe our findings for the second
case (wave number k/2π=2). Fig. 11 shows the velocity and vorticity fields at
P/4 phases of the tail beat. The period P and frequency ω of the tail beat are now
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P = 10 s and ω = 0.62 s−1 respectively. It is observed that due to the reduction of
the amplitude at the tail, ĥ1 = 0.03 m, the size of the large structures is reduced.
We also observe that the body undulations generate circular flow patterns that travel
along with the body wave. It may be seen that due to the increase of the number of
complete waves in the body, the number of vortices has been increased, for instance
at P/4 and at 3P/4, it is possible to identify six small vortices, whereas at 2P/4 and
4P/4, five vortices are generated. It is observed that the flow pattern at P/4 is the
inverse of the flow pattern at 3P/4. The same is observed between the flow patterns
at 2P/4 and 4P/4. Even though the vortices are smaller than for the first case the
vorticity values are of the same order of magnitude. For instance at P/4 (3P/4), the
maximum value of clockwise (counter-clockwise) vorticity ω3 = 0.26 s−1 (ω3 =
−0.26 s−1) takes place at x1 = 0.68 m, x2 = 0.51 m, whereas the maximum value
of counter-clockwise (clockwise) vorticity ω3 = −0.25 s−1 (ω3 = 0.25 s−1) takes
place at the tail x1 = 0.83 m, x2 = 0.49 m. At 2P/4 (4P/4) we found that the
maximum value of clockwise (counter-clockwise) vorticity ω3 = 0.17 s−1 (ω3 =
−0.17 s−1) takes place at x1 = 0.78 m, x2 = 0.54 m, whereas the maximum value
of counter-clockwise (clockwise) vorticity ω3 =−0.25 s−1 (ω3 = 0.25 s−1), takes
place at x1 = 0.64 m, x2 = 0.49 m. According to the results shown in this section,
we may concluded that the MLPG method is a reliable numerical algorithm that
can be also used to calculate the flow field induced by the motion of an undulatory
body.

7.4 Non-steady flow induced by an elastic body with contraction and expansion
movements

An alternative to undulatory propulsion in water, is propulsion by jet reaction. An-
imals that possess the jet reaction mode of swimming have the typical "parachute"
jellyfish shape. The natural swimmers with medusoid form slowly propel them-
selves by expelling fluid from their subumbrellar cavity. Existing theoretical mod-
els, experimental investigations and numerical computations, have been carried out
to describe the kinematics, dynamics and energetics properties of natural swimmers
characterized by jet propulsion [Daniel (1983); Ford, Costello, Heidelberg, and
Purcell (1997); Sullivan, Suchman, and Costello (1997); Dabiri, Colin, Costello,
and Gharib (2005); Sahin and Mohseni (2009)]. Most of the fluid dynamics re-
search work has been focussed to determine the characteristics of the large scale
flow structures induced by the fluid efflux that emerge during the subumbrellar
cavity contraction (power stroke), and to estimate the vortex formation that occur
during the recovery stroke of the propulsive cycle [Dabiri, Colin, Costello, and
Gharib (2005)]. Despite the recent contributions aimed to understand the mecha-
nisms that conduct to the efficient propulsion of the medusian animals shape, we
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believe that novel numerical methodologies, such as the MLPG method, must be
applied to calculate the body-fluid interacting forces (thrust and drag) generated by
the vortices surrounding the animal during the power and recovery strokes of the
propulsive cycle.

Figure 12: Non-steady flow induced by an elastic body with contraction and expan-
sion movements. Left panel: whole domain with 1560 MLPG nodes. Right panel:
closer view of the region surrounding the hemiellipsoidal bell filament. r(t) is the
dimensional radius of the aperture and h(t) is the dimensional height of the bell.

The system under study is depicted in Fig. 12. Panel on the left shows the whole
flow domain, whereas panel on the right shows a closer view of the hemiellipsoidal
bell. In order to resolve the viscous flow within the boundary layer in the neigh-
borhood of the jellyfish surface, we increase the number of the MLPG nodes next
to the bell. It may be seen that the fluid is confined in a semi-cylindrical cavity, in
which a hemiellipsoidal shape elastic filament is immersed. The total number of
MLPG nodes used to solve the fluid equations is 1560. The origin of the coordinate
system is located at the center of the semi-cylindrical container, and at the center
of the two-dimensional hemiellipsoidal bell. Fig. 12 shows the dimensional radius
of the aperture r(t) and the dimensional height h(t) of the bell. If the radius of
the aperture at rest, rr, and the velocity, rrω (where ω = 2π/P is the frequency of
the propulsive periodic movement), are selected as the length scale and the velocity
scale of the system respectively, the dimensionless variables for length and velocity
may be defined as
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x∗1 =
x1

rr
, x∗2 =

x2

rr
, v∗1 =

v1

rrω
, v∗2 =

v2

rrω
. (61)

Therefore the dimensionless Navier-Stokes equations can be written as

∂v∗1
∂x∗1

+
∂v∗2
∂x∗2

= 0, (62)

∂v∗1
∂ t∗

+ v∗1
∂v∗1
∂x∗1

+ v∗2
∂v∗1
∂x∗2

=−∂ p∗

∂x∗1
+

1
Re

∇
2v∗1, (63)

and

∂v∗2
∂ t∗

+ v∗1
∂v∗2
∂x∗1

+ v∗2
∂v∗2
∂x∗2

=−∂ p∗

∂x∗2
+

1
Re

∇
2v∗2, (64)

where t∗ = ωt and p∗ = p/(ρr2
r ω2) are the dimensionless time and pressure re-

spectively, and Re = r2
r ω/ν , is the Reynolds number. The elastic deformation law

of the bell as a function of time is described by three periodic parameters: (i) fine-
ness ratio (bell height h(t) divided by the bell diameter 2r(t)), (ii) bell aperture area(
A(t) = πr2(t)

)
, and (iii) bell volume (V (t), whose definition is described below).

In order to use the analytical expressions for the kinematics of medusian jet propul-
sion proposed by Rudolf (2007), which are written in terms of the dimensionless
radius of the aperture at rest r∗r and the dimensionless volume of the bell at rest V ∗r ,
we have defined r∗r as

r∗r = (Re)1/2 = rr

(
ω

ν

)1/2
. (65)

Therefore the aperture radius of the bell as a function of time r∗(t∗) is defined as
[Rudolf (2007)]

r∗(t∗) = r∗r + γ sin3 t∗+φ sin t∗, (66)

where γ and φ are dimensionless parameters such that γ +φ = 1. The dimensionless
bell volume as a function of time V ∗(t∗) follows the expression

V ∗(t∗) = V ∗r + sin(t∗+ ε sin t∗) , (67)

where ε is a dimensionless parameter controlling the shape of the curve. The se-
lected value of the previous parameters is the following: γ = 0.3, φ = 0.7, r∗r = 12
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and ε = 2/3. The dimensionless height of the bell at rest h∗r = hr/rr was selected
by assuming that the fineness ratio at rest fr = h∗r/2r∗r = 0.41, therefore h∗r = 10.
Taking into account both, the radius and the volume at rest (r∗r and V ∗r ), we assume
that the bell can be approximated as a hemiellipsoid geometry. If the ellipsoid is a
standard axis-aligned body, the radius r∗(t∗) and the height h∗(t∗) of the bell cor-
respond to the equatorial radii along the x∗1 and x∗2 axis respectively, and the polar
radius along the x∗3 direction is defined as c∗(t∗). The volume of a hemiellipsoid
V ∗(t∗) as function of time is written as

V ∗(t∗) =
1
2

(
4
3

πr∗(t∗)h∗(t∗)c∗(t∗)
)

(68)

If the polar radius c∗(t∗) is equal to the radius along the x∗1 direction, r∗(t∗), we
have

V ∗(t∗) =
1
2

(
4
3

πr∗(t∗)2h∗(t∗)
)

, (69)

therefore the volume at rest V ∗r is calculated as

V ∗r =
1
2

(
4
3

πr∗2r h∗r

)
. (70)

From Eq. (69) the height h∗(t∗) as a function of time of the jellyfish is obtained as

h∗(t∗) =
3
2

V ∗(t∗)
πr∗(t∗)2 (71)

Fig. 13 shows the three periodic dimensionless parameters as functions of the di-
mensionless time t∗. Panel on the top shows the fineness ratio, f (t∗)= h∗(t∗)/2r∗(t∗),
the central panel shows the aperture area, A(t∗) = πr∗(t∗)2, and the bottom panel
shows the bell volume, V ∗(t∗), see Eq. (67). Note that the aperture area (cen-
tral panel) is divided by the maximum bell area, whereas the bell volume (bottom
panel) is normalized between ±1 [Rudolf (2007)]. It is also noted that in the three
panels, the non-dimensional time is represented by t∗/2π = t/P, where P is the
period of the propulsive cycle.

We have taken into account that the position at rest is located within the recovery
stroke, therefore after the end of the power stroke; hence after: (i) the maximum
fineness ratio, (ii) minimum aperture area, and (iii) minimum bell volume, see t∗ =
0 on the panels of Fig. 13. The Cartesian coordinates of the nodes located on the
ellipsoid can be obtained by the following relationships, see Eqs. (66) and (71):

x∗1(t
∗) = r∗(t∗)cos β̂ cosλ , x∗2(t

∗) = h∗(t∗)cos β̂ sinλ . (72)
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Figure 13: Non-steady flow induced by an elastic body with contraction and expan-
sion movements. Parameters of the elastic deformation law as functions of time.
Top panel: fineness ratio. Central panel: aperture area. Bottom panel: bell volume
normalized between ±1, [Rudolf (2007)].
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(a)

(b)

Figure 14: (a) and (b). For caption see next page.

We have assumed the flow as two-dimensional, hence the parametric latitude β̂ = 0.
Non-slip boundary conditions have been assumed on the semi-cylindrical wall of
the container and on the bell. The boundary conditions for the elliptic elastostatic
model (displacement vector u of the nodes located at the bell) are obtained as it
was explained in sections 7.3 and 7.2. The velocity of the nodes at the bell (bound-
ary conditions for the fluid equations) was obtained numerically by dividing the
difference of the position vectors at time step n + 1 and at time step n by the time
increment ∆t∗ i.e. v∗ = (x∗(n+1)− x∗(n))/∆t∗. In the numerical simulations, we
fixed the Reynolds number and the dimensionless time increment to Re = 144 and
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(c)

(d)

Figure 14: (c) and (d). Non-steady flow induced by an elastic body. Re = 144. Left
column: velocity field. Right column: vorticity field. (a) P/4, (b) 2P/4, (c) 3P/4, (d)
4P/4.

∆t∗ = ∆t(2π/P) = 0.15, respectively, We also fixed the period of the propulsive
motion to P = 1 s. Fig. 14 shows the velocity and vorticity fields at P/4 phases
of the propulsive cycle. It is seen that due to the complex structure of the vorticity
field, vortex rings interactions are present during all the phases of the propulsive
cycle. At P/4, end of the recovery stroke, a vortex ring is observed below the bell.
The center of the toroidal structure is the symmetry axis. We observe that at P/4
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the cavity has been refilled and most of the fluid is not directed by the vortex ring
into the bell, but outside the bell by the stream jet formed between the edge of the
bell and the core of the vortex ring. However, at the beginning of the recovery
stroke, at 4P/4, the volume of the bell begins to increase and the vortex ring below
the bell refill the subumbrellar volume (mainly by the stream jet formed around the
symmetry axis) with fluid from outside the bell [Dabiri, Colin, Costello, and Gharib
(2005)]. As the volume of the bell is reduced 2P/4, the flow pattern is modified
and the size of the vortex structures is diminished in the x1 direction, however along
the x2 direction the size of the flow structures is increased. We observe at 2P/4 the
formation of vortices at the edges of the bell, it is also observed that flow is being
expelled out between the central vortex ring and the vortices at the edges. At the
end of the power stroke 3P/4, it is possible to see that the size of the vortices has
been increased even more and the internal vortices are not well defined. Notice the
small value of the velocities at 3P/4. At 2P/4 and 3P/4 (contraction of the bell) it
is observed that the velocity of the fluid at the upper part of the medusa is increased,
this gives at the lower part of the bell an increase on the size of the vortices along
x2 direction. It has been observed by [Sullivan, Suchman, and Costello (1997)] that
the velocity of the fluid around the medusa Aurelia aurita was greatest during con-
traction of the bell. They also observed the following: (i) fluid flow around the bell
margin transports all species of prey, (ii) prey were carried into the interior of the
medusa by the power stroke, (iii) prey captures occurred during power and recov-
ery strokes, implying that during both strokes, fluid flow can be directed into the
subumbrellar region. It is important to mention that the phases 2P/4 and 3P/4 of
Fig. 14 resemble figure 2 of the paper by [Sullivan, Suchman, and Costello (1997)].
Our results are also in agreement with the qualitative analysis of the formation and
interaction of the vortex rings during the propulsive cycle carried out by [Dabiri,
Colin, Costello, and Gharib (2005)]. As they have mentioned during the swim cy-
cle, there is a continuous flow that begins outside the bell, and passes adjacent to
the bell margin before entering into the subumbrellar cavity. Fig. 14 shows the con-
tinuous flow adjacent to the bell margin and the flow into the subumbrellar cavity.
Further research will be conducted by the authors in order to understand the com-
plex relationship between the interaction of vortex ring structures and the resulting
non-steady thrust forces governing the swimming of jellyfish. We may conclude
that the MLPG method is a reliable methodology that can be used to understand
the flow induced by an elastic body with contraction and expansion movements.

8 Conclusions

The non-steady, two-dimensional Navier-Stokes equations have been solved by us-
ing the MLPG method coupled with a fully implicit pressure correction approach.
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The methodology has been validated, through the solution of the flow field induced
by a harmonic motion of the bottom lid of a rectangular cavity, and applied to
investigate the flow pattern induced by (i) a rigid flapping plate, (ii) an undula-
tory filament and (iii) an expansion-contraction filament. We have shown that the
MLPG method can be used to solve a variety of fluid flow problems in science
and engineering where certain surfaces in the flow domain are in arbitrary motion.
Such problems frequently appear in nature (natural flyers and swimmers, blood
flow in the heart, and blood vessels) and in engineering systems (aerodynamics,
hydrodynamics, MEMS, MAV). The preliminary results shown in this paper are in
fair agreement with observations available in the literature, and constitute the basis
for additional research that will be conducted by the authors aimed to understand
the generation of vorticity and the interaction of vortices that produce lift, drag and
thrust in natural flyers and swimmers. We may conclude that additional work must
be carried out in order to increase the computational performance of the MLPG
codes. Particular attention must be focussed on two subjects: (i) parallelize the
source codes and (ii) to include a full Arbitrary Lagrangian-Eulerian formulation.
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