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Numerical Simulation of Gas-assisted Injection Molding
Process for A Door Handle

Qiang Li, Jie Ouyang1, Xuejuan Li2, Guorong Wu2 and Binxin Yang2

Abstract: A unified mathematical model is proposed to predict the short shot,
primary and secondary gas penetration phenomenon in gas-assisted injection mold-
ing (GAIM) process, where the Cross-WLF model and two-domain modified Tait
equation are employed to simulate the melt viscosity and density in the whole pro-
cess, respectively. The governing equations of two-phase flows including gas, air
and polymer melt are solved using finite volume method with SIMPLEC technol-
ogy. At first, two kinds of U-shaped gas channels are modeled, where the shape
corner and generous corner cases are studied. At last, as a case study, the short
shot, primary and secondary gas penetration processes of a door handle are sim-
ulated. The numerical results show that the mathematical model can successfully
depict the race-tracking and corner effects, which are very helpful for the design of
GAIM.

Keywords: Gas-assisted, injection molding, finite volume method, door handle

1 Introduction

Nowadays plastics industry plays a more and more important role in manufacture
industries. And about more than 50% molding processes are completed by injection
molding, in which gas assisted injection molding (GAIM) is developed a new type
of injection molding process [Avery (2001)]. GAIM can reduce the mold cavity
pressure-based and avoid forming the structure of rough surfaces generated. Gas-
assisted injection technology can be applied to a variety of plastics, such as TV
set, computer, bathroom furniture and car door handle etc. Due to plastic product’s
lower weight, reduce the molding and cooling time, thus GAIM technology will be
subject to wider application in the industry. Since the dynamic interaction of gas
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and melt is very complex, the numerical simulation of GAIM is more difficult than
that of conventional injection molding (CIM).

The gas distribution and gas channel shapes are of great importance to understand
and study gas penetration process. In GAIM there are two moving interfaces,
gas/melt and melt/air interfaces. Interface tracking is quite necessary for GAIM,
and some research works have been done recently. Llubca and Hétu (2002) present
a finite element algorithm for solving GAIM problems and two additional transport
equations are employed to track the gas/melt and melt/air interfaces. Polynkin et
al. (2005) adopt finite element code for the simulation of GAIM, in which two
pseudo-concentration functions are used to track two moving interfaces. Zhou et
al. (2009) employ the matching asymptotic expansion method to solve the gov-
erning equations, while the analytical solution of the gas penetration interface is
presented. Li et al. (2011) propose a two-phase flow model to describe the gas and
melt flows in GAIM, in which the moving interfaces are traced by level set (LS)
method. Chen et al. (2011) apply the Galerkin finite element method discretize
the governed equations, and the gas/melt interface is located by the volume of fluid
(VOF) method. GAIM in two different L-shaped channel with and without fillet are
simulated. The numerical results shows that the edge shape of gas channel greatly
affects the gas penetration of GAIM, also the recommended gas channel design is
proposed.

All of above literatures only consider primary gas penetration process. After the
primary gas penetration finishes, the secondary gas penetration takes place due to
further cooling of the polymer melt. The numerical simulations or experimental
researches of the secondary gas penetration are studied by [Carrillo and Isayev
(2009); Li and ISAYEV (2004); Li et al. (2004); Chau (2008)]. The calculation of
the secondary gas penetration is based on the melt shrinkage and compressibility
of the polymer melt governed by the P-V-T equation of state originally proposed
by Tait [Carrillo and Isayev (2009); Li and ISAYEV (2004); Li et al. (2004)]. The
transient gas-liquid interface development and gas penetration behavior during the
cavity filling and gas packing stage in GAIM are studied, and the numerical results
agree well with those of experiments. Marcilla et al. (2006) propose a mid-plane
model of the three-dimensional geometry of the mold cavity to simulate the cav-
ity filling and gas packing steps in the GAIM by the finite element method. Chau
(2008) employ the finite volume method for solving the governing equations, and
the gas/melt and melt/air interfaces are traced using two front transport equations,
in which total gas penetration length is compared with that predicted by other mod-
els and experimental data.

In order to study the GAIM process comprehensively, in this paper a unified math-
ematical model is proposed to predict the short shot, primary and secondary gas
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penetration phenomenon, where the Cross-WLF model and two-domain modified
Tait equation are employed to simulate the melt viscosity and density in the whole
process, respectively. The governing equations of two-phase flows are solved using
finite volume method with SIMPLEC technology. The CLSVOF method [Mark
and Elbridge (2000); Son and Hur (2002); Son (2003); Wang et al. (2008)], which
can keeps both the advantages of the LS and VOF (volume-of-fluid) method, is
adopt to capture the two moving interfaces in GAIM process. At first, two kinds of
U-shaped gas channels with and without shape corner are studied. At last, as a case
study, the whole GAIM process of a door handle is simulated.

The content of this paper is listed as follows. First, the mathematical model is
proposed in Section 2. The CLSVOF method is introduced in Section 3. Section 4
presents the numerical implementation of the finite volume method and CLSVOF
method. In Section 5 the interface tracking capability of the CLSVOF method is
tested by two benchmark problems. Then the numerical results of GAIM in two
kinds of U-shaped channels is shown and discussed. As a case study, GAIM of
a door handle is simulated and analyzed in detail. Some conclusions and future
research directions conclude this paper.

2 Mathematical Model

2.1 Governing Equations

In the melt injection phase, both the gas-phase and the liquid-phase can be regarded
as incompressible flows [Yang et al. (2010)]. In primary gas penetration process,
since the gas velocity is low, both of gas and melt can be treated as the incom-
pressible fluid [Li et al. (2011)]. However, for the secondary gas penetration, the
melt compressibility can not be neglected, so both of the gas and melt are treated
as compressible flows. In fact, the continuity, momentum and energy equations of
the incompressible and compressible fluids can be written as the unified equations
in dimensionless form:
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2.2 Interface representation and fluid properties

The gas/melt and melt/air interfaces are represented by the LS functionφ(x, t),
which can be defined using the unified form [Li et al. (2011)]. And the sign of
φ(x, t) is that φ > 0 in the melt zone and φ < 0 in the gas (or air) zones, respec-
tively. Each phase has constant density and viscosity, while the fluid properties near
the interface have sharp jumps, which are smoothed over a transition band using the
LS function

ρ = ρ (φ) = ρga +
(
ρm−ρga

)
Hε (φ) , (5)

η = η (φ) = ηga +
(
ηm−ηga

)
Hε (φ) , (6)

C = C(φ) = Cg +(Cm−Cga)Hε (φ) , (7)

κ = κ(φ) = κga +(κm−κga)Hε (φ) . (8)

whereρ , η , C and κ are density, viscosity, thermal capacity and conductivity, re-
spectively. The subscript ga and m represent gas (or air) and melt respectively. The
smoothed Heaviside function is
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where ε is a parameter related to the interface thickness, and here ε = 1.5∆x.

3 CLSVOF method

In the CLSVOF method, the interface is reconstructed via a PLIC (Piecewise Linear
Interface Construction) scheme from the VOF function, in which the interface nor-
mal vector is computed from the LS function [Mark and Elbridge (2000); Son and
Hur (2002); Son (2003); Wang et al. (2008)]. Based on the reconstructed interface,



Numerical Simulation of Gas-assisted Injection Molding Process 251

the LS function is reinitialized via the geometric operations to conserve the liquid
mass with the aid of the VOF function. The coupling of the LS and VOF methods
takes place during the interface reconstruction. The flow chart for the CLSVOF
algorithm is shown in Fig. 1.

 6

where is a parameter related to the interface thickness, and here x 5.1 . 
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Fig. 1. Flow chart of the CLSVOF method. 

The LS and VOF functions are advected using the following equations, 
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Figure 1: Flow chart of the CLSVOF method.

The LS and VOF functions are advected using the following equations, respectively

Dφ

Dt
=

∂φ

∂ t
+(u ·∇)φ = 0. (10)

DF
Dt

=
∂F
∂ t

+(u ·∇)F = 0, (11)
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4 Numerical implementation

4.1 Governing equations solver

The governing equations are discretized by the finite volume method on the non-
staggered meshes, and all quantities are stored on the same nodes [Li et al. (2011);
Yang et al. (2010)]. To solve the problem of the pressure-velocity decoupling,
we use SIMPLEC (semi-implicit method for pressure linked equations consistent)
method and Momentum Interpolation (MI) on the collocated grids [Li et al. (2011);
Yang et al. (2010)]. The continuum Eq. 1 can be expressed as the following
formula by integrating in the controlling volume and get,(

ρP−ρ0
P

)
∆x∆y

∆t
+[(ρu)e− (ρu)w]∆y+[(ρv)n− (ρv)s]∆x = 0. (12)

And the discretization of the momentum Eq. 2 can be written as a generalized
quantity Φ, that is,

aPΦP = aEΦE +aW ΦW +aNΦN +aSΦS +Sφ . (13)

where Sφ is the source term in the momentum equation (see Table 1), and the coef-
ficients aE ,aW ,aN ,aS,aP can be expressed as
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∆x∆y

∆t
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where Pe, Ps, Pw and Pn are the Peclet numbers on the cell faces; Fe, Fs, Fw and
Fn are the cell faces flux; and De, Ds, Dw and Dndenote diffuse derivatives on the
cell faces. The form A(|P∆|)can be different according to the method by which the
convection terms are discretized. Here a central difference scheme is chosen, i.e.
A(|P∆|) = 1−0.5 |P∆|. And all the above coefficients are formulated as follows
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Fs = δ2v f s∆x∆z, Ds = Γ
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.

Similarly, the energy Eq. 3 can be discretized in the same way. Then each of the
governing equations can be written using the following general conservative form
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For Cartesian coordinates, δ1, δ2 and Γ are constants, and Φ and Sφ are functions
that are defined depending on the particular equation under consideration (see Table
1).

Table 1: Definition of the constants and functions in the general equation (15)

Equation Φ δ1 δ2 Γ Sφ

Continuity ρ 1 1 0 0
u-momentum u ρ ρ

η

Re − ∂ p
∂x + η

3Re
∂

∂x (∇ ·u)
v-momentum v ρ ρ

η

Re − ∂ p
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∂

∂y (∇ ·u)

energy equation T PeρCv PeρCv κ Re ·Br
[

∂ p
∂ t +∇ · (pu)− p(∇ ·u)

]
+Br ·η · I

4.2 CLSVOF solver

The LS advection function belongs to the Hamilton-Jacobi equations, which is dis-
cretized in this paper by the fifth-order WENO (weighted essentially non-oscillatory)
scheme in space and third-order TVD (total variation diminishing) Runge-Kutta
(R-K) scheme in time, respectively (Yang et al. (2010), Li et al. (2011)).

To solve the VOF function Eq. 10, the flux-splitting algorithm used by Sussman
and Puckett [11] is adopted. Son and Hur (2002), Son (2003) have described the
VOF advection algorithm very clearly. In these papers s is a parameter related to the
shortest distance from the origin (See Son. (2003) for details). Since the normal
vector is estimated from the LS function, i.e.n = ∇φ/|∇φ |, s is just the shortest
distance from the origin. If s and n are given, F can be calculated immediately, and
vice versa (Son and Hur (2002), Son (2003)).

In general, the computational region is usually irregular, to solve this problem the
body fitted or unstructured grids could be used, but it is more complex to program.
Domain extension method is an alternative technology which can be convenient to
implement [Korichi et al. (2009); Nie and Armaly (2002)]. In order to describe the
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irregular solid region during computation, the dynamic viscosity is set to be a very
large value for momentum equation (such as1020), while thermal conductivity is set
to be a very small value for energy equation (such as10−20). Thus, the minimum
rectangle approximating irregular region is chosen as the computational domain.

5 Results and analysis

5.1 Numerical test for benchmark problems

5.1.1 Zalesak’s disk problem

The Zalesak’s disk problem [Zalesak (1979)] is usually used to verify the ability
of interface capturing methods. A disk with radius 0.15 contains a slotted cir-
cle centered at (0.50, 0.75) whose slot width is0.05. The computational domain
is 1.00× 1.00 with space interval 0.01. The prescribed velocity field is given as
follows

u = (π/3.14)(0.50− y) ,

v = (π/3.14)(x−0.50) . (17)

with the axis of rotation centered at (0.5,0.5).

The results obtained using LS and CLSVOF methods are compared with the initial
shape after a whole rotation. From Fig. 3 it is clear that the sharp edges of the slot
are smoothed out in the LS method. The relative mass errors for the CLSVOF and
LS methods are about 0.02% and 0.15%, respectively.

5.1.2 Dam break problem

Dam break problem is another good benchmark problem to validate the interface
tracking capability of the CLSVOF method for large-density ratio (1000:1) and
large-viscosity ratio (10:1) two-phase flow problem. A cube water column with 1h
units wide is enclosed within a container with 5h units long by 1.25h units high.
The water is initially retained by a dam on the right-hand side of the column. The
dam is suddenly removed at time t = 0 and the water starts to collapse due to gravity
(See Fig. 3). To perform a mesh convergence study, the grid size of the simulation
is chosen as60×15,120×30 and 180×45, respectively.

Fig. 4 shows that the numerical results on three different grids are almost the same,
and the predicted front positions and height are in an excellent agreement with the
experimental data in [Kelecy and Pletcher (1997)].

The Zalesak’s disk and dam break problems illustrate that CLSVOF method not
only can conserve mass more accurately, but also performs well in two-phase flow
problem.
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 Figure 2: Zalesak’s problem. (a) LS method; (b) CLSVOF method ( Solid line:
original shape, DashDotDot line: shape after a whole revolution)
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Figure 3: The initial setup of dam break problem.

5.2 Simulation of GAIM

In GAIM process, especially in gas-assisted packing phase, the melt viscosity and
density change greatly. In order to better describe the melt viscosity, the modified
Cross-WLF model is adopted [Li et al. (2011); Chau (2008)]

η (T, γ̇, p) =
η0 (T, p)

1+
(
η0γ̇
/

τ∗
)1−n , (18)

η0 = ηg exp
(
−Cg

1 (T −Tg)
Cg

2 +T −Tg

)
. (19)
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 Figure 4: The history of water front marching along the ground surface on three
different grids: (a) height of the water wall; (b) location of the water front.

where η0 (T, p) is the melt viscosity under zero-shear-rate conditions, γ̇ the shear
rate. n,τ∗,Tg, ng, Cg

1 and Cg
2 are parameters with respect to material properties.

In this paper the melt compressibility is considered, and the melt density ρm changes
greatly in GAIM, which is modeled by the two-domain modified Tait equation
[Chau (2008)] as follows:

ρm =
1

v0 (T )
[
1−C0 ln

(
1+ p

B(T )

)]
+ vt (p,T )

. (20)

where v0 (T )= β1 +β2 (T −β5), B(T )= β3e−β4(T−β5), Tt (P)= b5 +b9P, vt (p,T )=
b7 exp(b8 (T −b5)−b6 p). C0, β1, β2, β3, β4, β5, β6, β7, β8 and β9 are parameters
of material properties. Here the Polypropylene (PP) is chosen as the polymer melt,
whose properties, Cross–WLF model constants and material coefficients for the
two-domain modified Tait equation are listed in Tables 2–3.

5.2.1 Primary gas penetration in U-shaped channel

The primary gas penetration in two kinds of U-shaped channels is simulated, and
the cavity shapes are illustrated in Fig. 5. The melt temperatureTm = 513, the mold
temperature Tw, gas and air temperature Tga are set to be 333. In this case we mainly
focus on the gas/melt interface, so gas penetrating polymer melt is only simulated
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Table 2: Material properties and Cross–WLF model constants for PP.

Parameters Values Parameters Values
Apparent density ρ

(
kg/m3

)
752.52 τ∗ (Pa) 29372

Specific heat cp (J/kg ·K) 3055 ηg (Pa s) 1.48×1014

Thermal conductivity k (W/m ·K) 0.239 Cg
1 29.968

Viscosity (Pa s) at T = 230oC 1445.7 Cg
2 (K) 51.6

n 0.274 Tg (K) 263.15

Table 3: Material coefficients for the two-domain modified Tait equation for PP.

Parameters Values Parameters Values
β1m

(
m3/kg

)
1.231×10−3 β4s (1/K) 3.263×10−3

β1s
(
m3/kg

)
1.150×10−3 β5 (K) 395.15

β2m
(
m3/kg ·K

)
8.260×10−7 β6 (K/Pa) 1.730×10−7

β2s
(
m3/kg ·K

)
4.990×10−7 β7

(
m3/kg

)
8.110×10−5

β3m (Pa) 1.040×108 β8 (1/Pa) 1.909×10−3

β3s (Pa) 1.560×108 β9 (1/Pa) 3.510×10−8

β4m (1/K) 4.338×10−3

after the full-shot process. The initial gas/melt interface is set to be a little circle,
as is shown in Fig. 6(a) and Fig. 7(a). The gas injection pressure is 3921.57. We
use a 60×120 grid for computation.

Figs. 6–7 show the evolution of gas/melt interfaces in U-shaped channel with sharp
and rounded corners, respectively. It is clear that the sharp corner could cause
uneven gas distribution resulting in thin cross sections and gas blow out, which is
known as “finger effects”, while the rounded corner can avoid this phenomenon,
which are in good agreement with those in [Chen et al. (2011)]. From Figs. 6–7,
we also can see that the development trend of the gas bubble extends to the inside
of the channel when it turns around at the corner, which is so called “corner effect”.

5.2.2 GAIM of a door handle

As a case study, the short shot, gas primary and secondary penetration processes
of a door handle is simulated. The size of door handle is shown in Fig. 8. Other
parameters associated with gas penetration are the same as those in Section 5.2.1.
And in the packing phase, the packing pressure is chosen as the injection pressure
in primary gas penetration process.

Short-shot and gas penetration in middle section
Fig. 9 illustrates the melt/air interface evolution in a door handle at different time.
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 Figure 5: The two kinds of U-shaped channels: (a) with sharp corner (b) with
rounded corner.

The dimensionless injection velocityu = 10.0, y ∈ [3.5,4.5].The initial melt/air in-
terface is set to be a little semi-circle (Fig. 9(a)), when the melt reaches the rounded
wall, it goes ahead along with the handle channel. Before the melt arrive at the right
wall, the interface is in the shape of a curve with great cured radius.

When the melt volume fraction is about 85%, the short shot process stops and the
primary gas penetration starts. The gas/melt interface is set to be a little circle at
the middle of the door handle, as is shown in Fig. 10(a). As time goes by, the
gas bubble becomes an ellipse, then a crescent moon, while the melt/air interface is
almost the same curve with great cured radius throughout the primary penetration
process, as are illustrated in Fig. 10.

Fig. 11 shows the velocity vectors of polymer melt att = 6.1, and fountain flow
phenomenon can be seen clearly at the melt front, as is illustrated in Fig. 11(b).

After the cavity is filled with polymer melt, gas will continue to penetrate melt
to hold pressure. Because the polymer melt will solidify quickly when contact-
ing with the cold wall, gas bubble will go ahead to penetrate melt until the melt
have solidified completely. Fig. 12 shows the gas packing phase, and Fig. 12(d)
illustrates the difference between the final bubble appearances of the primary and
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(a)                    (b)                   (c)                     (d) 

 

Figure 6: Evolution of gas-melt interface in U-shaped channel with shape corner at
different time: (a) t=0.0; (b) t=1.2; (c) t=4.8; (b) t=6.0.

    

 

Figure 7: Evolution of gas-melt interface in U-shaped channel with rounded corner
at different time: (a) t=0.0; (b) t=1.2; (c) t=4.8; (b) t=6.0.
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 Figure 8: A door handle: (a) sketch map and the computational region (dark area);
(b) the size of the door handle and positions of reference points [1. (2, 7.2), 2. (3,
7.2), 3(2, 6.1), 4(3, 6.1)].

secondary gas penetration.

Short-shot and gas penetration in one side section
Here another kind of melt and gas injection way is considered, i.e., melt is injected
and gas penetrate melt in one side section. The dimensionless injection velocity u =
−10.0,y ∈ [0.55,1.55]. Fig. 13 shows the melt/air interface evolution at different
time. Because the inside length is shorter than the outside length of the ring-shaped
channel, the melt flow trend towards to the inside section of the channel, which is
so called “race-tracking effect”, as is illustrated in Fig. 13(d).

When the polymer melt is injected to a given volume fraction 85%, the gas pene-
tration begins. Fig. 14 shows the two moving interfaces development at different
time. The primary gas penetration finishes att = 12.3, as is illustrated in Fig. 14(d).
Then the secondary gas penetration begins, Fig. 15 reveals the development of gas
bubble in secondary gas penetration at different time.

Fig. 16 shows the temperatures at four reference points in Fig. 8 versus time for
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(a)                    (b)                   (c)                    (d) 

 

Figure 9: Melt/air interface evolution of a door handle at different time: (a) t=0;(b)
t=1.1; (c) t=3.2; (d) t=4.6.

    

(a)                    (b)                    (c)                    (d) 

 Figure 10: Evolution of gas and melt interfaces for primary gas penetration at dif-
ferent time: (a) t=4.6; (b) t=6.4; (c) t=6.7; (d) t=9.1.
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Figure 11: The velocity vectors of polymer melt at t=6.1: (a) the global; (b) the
local.

     

(a)                    (b)                    (c)                    (d) 

 

Figure 12: Gas bubble appearances for secondary gas penetration at different time:
(a) t=10.3; (b) t=12.2; (c) t=14.3; (d) t=16.0 (the DashDotDot line: final bubble
appearance of primary gas penetration).
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Figure 13: Melt/air interface evolution of a door handle at different time: (a) t=0;(b)
t=1.0; (c) t=4.8; (d) t=6.9.

     

 

Figure 14: Gas bubble appearances for primary and secondary gas penetration at
different time: (a) t=6.9; (b) t=8.7; (c) t=9.9; (d) t=12.3.
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Figure 15: Gas bubble appearances for primary and secondary gas penetration at
different time: t=13.5, 16.2, 18.4.

the whole processes. When the polymer melt flows through the reference points,
the temperatures at the points increase quickly to the melt temperature 513. Then
in the primary and secondary gas penetration the temperatures decrease slowly. At
last the temperatures at the points approach to the solid wall temperature, as are
illustrated in Fig. 16.

Throughout the packing and cooling phase the volume shrinkage rate of polymer
melt is about 10%–12% in the two cases, which agrees with the results in [Avery
(2001); Chau (2008)].

6 Conclusions

This paper presents a unified mathematical model, which can be applied to the
whole GAIM process, including short-shot, primary and secondary gas penetration.
Because the dynamic interaction of gas and melt is very complex, the numerical
simulation of GAIM is more difficult than that of CIM, in which interface captur-
ing is of critical importance to study and optimize the GAIM process. Here the
CLSVOF method is adopted to track the moving interfaces, which has better mass
conservation than the LS method. And the conclusions can be drawn as follows.
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                         (a)                                      (b) 

 Figure 16: Changes of temperatures at reference points versus time: (a) injection
in middle section; (b) injection in one side section.

1. In the gas channel layout, the GAIM processes in two typical kinds of U-shaped
channels are simulated. The numerical results successfully depict the corner ef-
fect after the gas is injected, moreover, illustrate that sharp corners may result in
material thinning in the corners, while rounded corners can enhance gas flow and
avoid the “finger effects”. Thus, the gas channel with generous radii should be
recommended to design in GAIM process.

2. The whole GAIM process of a door handle is simulated, including short-shot,
primary and secondary gas penetration. Two kinds of injection patterns, i.e. melt
injection in middle section and in one side section of the handle, are simulated
and analyzed in detail, respectively. The symmetrical melt and gas distributions
can be obtained for the former pattern. The fountain flow phenomenon near the
melt interface is captured, and the race-tracking could also be seen clearly at the
short-shot process in the latter injection pattern. Because for the latter pattern the
melt goes longer and gas penetrates more melt than the former, the time taken by
the whole process for the latter is longer than that of the former. In the secondary
gas penetration, the total volume shrinkage rate of the melt is about 10%–12% in
the two cases, which is in agreement with available results. Therefore, we should
choose different injection patterns according to different purposes.

All the above phenomena obtained by the numerical simulation are of great impor-
tance to deepen the understanding of polymer processing and optimize the equip-
ment design. The mathematical model proposed in this paper can be easily ex-
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tended to 3D case, and the numerical results should be compared with the experi-
mental ones, which will be our next work.
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