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The Importance of Adequate Turbulence Modeling in
Fluid Flows
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Abstract: Turbulence in fluid flow is one of the most challenging problems in
classical physics. It is a very important research problem because of its numerous
implications, such as industrial applications that involve processes using mixtures
of components, heat transfer and lubrication and injection of fuel into the combus-
tion chambers and propulsion systems of airplanes. Turbulence in flow presents
characteristics that are fully nonlinear and that occur at high Reynolds numbers.
Because of the nonlinear nature of turbulent flow, an increase in the Reynolds num-
ber implies an increase in the Kolmogorov wave numbers, and the flow spectrum
becomes larger in both length and time scales. Because of the variety of frequen-
cies and wave numbers involved in turbulent flows, the computational cost becomes
prohibitive. An alternative is to solve part of the frequency spectrum; the other part
must be modeled. In this context, the Navier-Stokes equations must be filtered,
modeled and solved based on the large eddy simulation (LES) methodology. The
part of the spectrum related to the higher frequencies or wave numbers that is not
solved must be modeled. In the present work, the [Smagorinsky (1963)] model
and the dynamic Smagorinsky model [Germano, Piomelli, and Moin (1991)] were
used. The goal is to show the importance of turbulence modeling in the simula-
tion of turbulent flows. The problem of homogeneous isotropic turbulence in a
periodic box was chosen. There are several ways to model and simulate this flow,
and in the present work, a body force was added to the Navier-Stokes equations in
order to model the injection of energy at low wave numbers. Because of the en-
ergy cascade, the energy injected to the large structures is transferred to the small
structures to achieve the Kolmogorov dissipative scales. When the energy spec-
trum reaches steady state, it is maintained at equilibrium. Many values were used
for the Smagorinsky model constant (Cs), yielding an excessive energy transfer for
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Cs = 0.30 and an insufficient energy transfer for Cs = 0.10. Therefore, energy was
accumulated at the higher wave number of the spectrum. The value Cs = 0.18 was
determined to be acceptable. This value is the same one that was determined an-
alytically by [Lilly (1992)]. The mean value Cs = 0.12 was determined using the
dynamic Smagorinsky model simulation.

Keywords: Computational Fluid Dynamics, Fourier Pseudo-Spectral Method,
Large Eddy Simulation, Isotropic Turbulence.

1 Introduction

Turbulence in fluid flows has been a challenging subject of research for several
decades and remains one of the most difficult problems. Understanding the associ-
ated phenomena is of great importance because of the large number of natural and
industrial applications. These applications range from the flows inside a bubble or
a drop [Ceniceros, Roma, Silveira-Neto, and Villar (2010); Villar (2007)], pair of
cylinders [Silva, Silveira-Neto, Francis, Rade, and Santos (2009)] to the flows over
vehicles or aircraft [Vedovoto (2007)] submarines, fuel mixtures inside a turbine,
geophysical flows and even the motion of galaxies [Maier, Iapichino, Schmidt, and
Niemeyer (2009); Parrish, Quataert, and Sharma (2010)]. One way to study tur-
bulence is through computational fluid dynamics (CFD), in which a set of numer-
ical methods are used solve the Navier-Stokes equations [White (1991)]. These
equations are capable of modeling flows and representing the associated physical
phenomena. CFD was first developed in the 60-th. Because of the evolution of
numerical methods and the increase in processing power, the CFD tool allows one
to study complex phenomena that require great computational power, which is the
case for turbulent flows. The numerical solution of the Navier-Stokes equations
can be accomplished using several methods: the finite difference, the finite vol-
ume, the finite element, Lattice boltzmann method [Chen, Chang, and Sun (2007)]
and the spectral methods [Mariano, Moreira, da Silveira-Neto, da Silva, and Pereira
(2010)].

Depending on the flow that one wishes to solve or the physical phenomenon that
one wishes to study, one of these methods will be more suitable than others. The
search for accurate methods is of great interest to fluid dynamics researchers be-
cause there are physical phenomena for which only high-precision methods yield a
satisfactory solution to the problem; for instance, phenomena like aero-acoustics,
combustion and transition to turbulence. The main difficulty in obtaining the solu-
tion of the Navier-Stokes equations with high accuracy is the computational cost in-
volved. In the case of turbulent flows, which constitute the great majority of flows,
it may be impracticable or even impossible to obtain a solution. To circumvent this
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problem, we solve a part of the spectrum, the low frequencies structures of the flow,
and model the part related to physical phenomena characterized by frequencies and
wave numbers larger than the cutoff frequency or cutoff wave number.

The present paper aims to demonstrate the need for and the importance of ade-
quately modeling the effects of turbulence. For this, homogeneous and isotropic
turbulence flows that develop in a periodic cubic box will be studied. The Smagorin-
sky and dynamic Smagorinsky models were used and compared with the Kol-
mogorov law. For the Smagorinsky model, the importance of adjusting the con-
stant (Cs) is studied in order to avoid energy accumulation in the sub-grid scales or
avoid excessive energy transfer. The search for the correct value of this constant is
a computationally onerous job and depends on the type of flow and on the numeri-
cal code used. Several studies comment on the values of this constant [Canuto and
Cheng (1997); Lesieur, Métais, and Comte (2005); da Silva and Pereira (2005)].
Another problem is that this constant depends on the numerical scheme and on the
computational code used. Finally, an alternative way to calculate the Smagorinsky
constant is presented.

2 Mathematical Modeling

2.1 The filtered Navier-Stokes equations for turbulence

The mass and momentum balance equations for the incompressible flow of a New-
tonian fluid are given by:

∂ui

∂xi
= 0, (1)

∂ui

∂ t
=− ∂

∂x j
(uiu j)−

1
ρ

∂ p
∂xi

+
∂

∂x j

[
ν

(
∂ui

∂x j
+

∂u j

∂xi

)]
+

fi

ρ
, (2)

where xi is the i-th component of the position vector x, ui is the i-th component
of the velocity vector u, ν = µ/ρ is the kinematic viscosity, µ is the dynamic
viscosity, ρ is the specific mass, fi is the i-th component of the vector force f and
p is the pressure. The numerical solution of Eqs. 1 and 2, taking into account all
the scales that compose a given turbulent flow, is possible, and is characterized by
the approach called direct numerical simulation (DNS). However, because of the
high number of degrees of freedom in turbulent flow, this type of resolution almost
always requires prohibitive computational costs and is only feasible for flows at
moderate Reynolds numbers values.

The numerical solution of 1 and 2 becomes feasible for high Reynolds numbers
by the decomposition of the flow variables into two bands of scales through a fil-
tering process that separates the solved scales

(
φ (x, t)

)
from the sub-grid scales
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(φ ′ (x, t)). This decomposition, based on the principle of the large eddy simulation
(LES) methodology, is given by Eq. 3:

φ (x, t) = φ (x, t)+φ
′ (x, t) , (3)

where φ (x, t) is the function to be decomposed, φ (x, t) is the filtered or the largest
scale and φ ′ (x, t) is the smallest scale or sub-grid structure of turbulence. The
filtered part is defined as the convolution integral of the function to be filtered,
φ (x, t) , by a filter function, G(x, t), i.e.:

φ (x, t) =
∫

φ (x, t)G(x−x′)dx′, (4)

where the filter function (G(x, t)) as used in the present work is a cutoff function,
given by:

G(|x|) =


1/∀ if |x| ≤ xc

0 if |x|> xc

. (5)

The vector x represents the position of a fluid article, xc is the cutoff length of the
filter, ∀ is the volume over which the filtering process is performed and G(x) is the
filter function in physical space. Applying the filtering process to Eqs. 1 and 2,
they take the following forms, as specified in [Lesieur (1997)]:

∂ ūi

∂xi
= 0, (6)
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+
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ρ
. (7)

The influence of the resolved scales on the sub-grid scales appear in the global
sub-grid tensor (τi j), defined as:

τi j ≡ uiu j− ūiū j. (8)

This sub-grid tensor is to be modeled. In the present paper, it is modeled us-
ing the classical method proposed by Boussinesq,

(
τi j− 1

3 κ S̄i j =−2νt S̄i j
)
, where

κ is the kinetic energy of turbulence, νt is the kinematic turbulent viscosity and(
S̄i j = 1

2

(
∂ ūi
∂x j

+ ∂ ū j
∂xi

))
is the filtered strain rate tensor. The absence or incorrect

modeling of the tensor τi j implies improper energy transfer between the solved
turbulent structures and the sub-grid scales or scales smaller than the cutoff wave
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number. Applying the definition of the global sub-grid tensor in Eq. 8 and using
the model proposed by Boussinesq, Eq. 9 is obtained as follows:

∂ ūi

∂ t
+

∂

∂x j
(ūiū j) =− 1

ρ

∂ p̄∗
∂xi

+
∂

∂x j

[
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(
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∂x j
+

∂ ū j

∂xi

)]
+

f̄i

ρ
, (9)

where
(

p̄∗= p̄+ 2
3 ρκ

)
is the effective pressure and κ is the sub-grid scale kinetic

energy. In the present work, the [Smagorinsky (1963)] model and the dynamic
Smagorinsky model by [Germano, Piomelli, and Moin (1991)] will be used to cal-
culate the turbulent viscosity, which is necessary to close the system of equations
(Eqs. 6 and 9). The [Smagorinsky (1963)] model is based on the hypothesis of local
equilibrium for small scales. The turbulent stress production is equal to the viscous
dissipation. The production rate of stress can be written as a function of the shear
rate calculated with the filtered velocity field, and the dissipation is a function of the
velocity and the sub-grid length scales. Therefore, the turbulent viscosity proposed
by Smagorinsky is given by:

νt = (Cs∆)2
√

2S̄i jS̄i j, (10)

where Cs is the Smagorinsky constant and ∆ is the characteristic length given by:

∆ = 3

√
3

∏
l=1

∆xl. (11)

The Smagorinsky constant (Cs) should be adjusted because it depends on the nu-
merical method and on the type of flow. This task is computationally onerous;
however, in the literature, there is a consensus about some of the values of this
constant: for example, Cs = 0.18 for homogeneous isotropic turbulence [Lesieur,
Métais, and Comte (2005); da Silva and Pereira (2005)], and Cs = 0.13 for free
shear flows [da Silva and Pereira (2005)]. Depending on the application, Cs can
vary in the range 0.05 ≤Cs ≤ 0.30. The adjustment of the Smagorinsky constant
does not address the negative effects in parietal flow, such as excessive turbulent
viscosity. The remedy for this problem is to use a damping function near the walls
in order to have zero turbulent viscosity in this region of the flow.

The main drawbacks of the Smagorinsky model is that it uses direct cascading
and does not allow the inverse cascading of turbulent kinetic energy. Moreover,
in complex flows, such as in rotating flows or in regions near the boundary layer
separation, the hypothesis of global equilibrium is not true. Another deficiency is
that the model is not applicable for simulating turbulence transition. However, the
Smagorinsky model represents the turbulent kinetic energy spectrum and the energy
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cascade in free shear flows very well, given that the Smagorinsky constant is quite
well adjusted. The dynamic Smagorinsky model [Germano, Piomelli, and Moin
(1991)] is an enhanced version of the model proposed by [Smagorinsky (1963)],
where the proportionality constant (Cs) is replaced by the proportionality function
Csd , which is dynamically calculated at each time point and at each position of
the domain. This function must be calculated from the solution obtained for the
velocity field, which is subjected to a test filter. The test filter, symbolically repre-
sented by ( ), must have a size cutoff greater than the grid filter cutoff size given
by Eq. 11. Thus, all the variables required for the calculation of the proportionality
function are available as follows [Lilly (1992)]:

νt = Csd (x, t)∆2
√

2S̄i jS̄i j, (12)

Csd (x, t) =−1
2

Mi jLi j

Mi jMi j
, (13)

Li j = ūiū j− ūi ū j, (14)

Mi j = ∆̄
2∥∥S̄

∥∥ S̄i j− ∆̄
2∥∥S̄

∥∥ S̄i j, (15)

where
∥∥S̄
∥∥=

√
2S̄i jS̄i j is the norm of the strain rate tensor. The calculation of Csd ,

performed dynamically, makes it possible to obtain even negative values locally.
This means that the model allows for an inverse cascade of energy. Moreover,
a negative viscosity is a source of instability of the numerical schemes. To cir-
cumvent this problem, one assumes that the sum of the turbulent viscosity and the
molecular viscosity is greater than or equal to zero. This assumption does not imply
a guaranteed fidelity of the model but only partially allows for the inverse energy
transfer. In modeling anisotropic flows at walls, the proportionality function makes
the sub-grid tensor equal to zero automatically. Indeed, the tensor Li j only depends
on the velocities, which are zero at the walls. This is a great advantage, avoiding
the need for additional damping models.

2.2 The filtered Navier-Stokes equation in Fourier space

To proceed with the transformation of Eqs. 6 and 9 to Fourier space and the return
to physical space, the direct and inverse Fourier transform is used. This transform
can be applied to any function in three dimensions and is given by:

φ̂ (k, t) =
∞∫
−∞

φ (x, t)e−ι2πk·xdx, (16)



The Importance of Adequate Turbulence Modeling in Fluid Flows 119

φ (x, t) =
∞∫
−∞

φ̂ (k, t)eι2πk·xdk. (17)

In these equations, φ̂ (k, t) is the transformed function in Fourier space, φ (x, t) is
the function in physical space, k is the wave number vector, which is the parameter
for transformation to the Fourier space, and ι =

√
−1 is the imaginary number.

Applying the direct Fourier transform to Eqs. 6 and 9, the following equations
result:

ιki ̂̄ui = 0 (18)

∂ ̂̄ui (k, t)
∂ t

= − 1
ρ

ιkî̄p− ιk j

∫
k=r+s

̂̄ui (r) ̂̄u j (k− r)dr

−ιk j

∫
k=r+s

ν̂e f (r)
[
(k j− r j) ̂̄ui +(ki− ri) ̂̄u j

]
(k− r)dr+

̂̄fi

ρ
(19)

where k, r and s are the wave number vectors, the parameters of the Fourier trans-
form. It is worth stressing that in the present work, the viscous term is considered
in its complete form. Figure 1 illustrates the geometric representation of the terms
of Eq. 19 with respect to the plane of zero divergence, called plane π , , which is
defined in such a way that the wave number vector k is perpendicular to it. This
definition is a consequence of Eq. 18, which shows that a velocity field in Fourier
space for incompressible flows is orthogonal to the wave number vector and there-
fore belongs to the plane π . As the left side of Eq. 19 belongs to the plane π , except
the pressure term, which is perpendicular to the plane π . Thus, the Eq. 19 can be
rewritten as follows:

∂ ̂̄ui (k, t)
∂ t

= ℘im

−ιk j

∫
k=r+s

̂̄um (r) ̂̄u j (k− r)dr

−ιk j

∫
k=r+s

ν̂e f (r)(k j− r j)̂̄um (k− r)dr

−ιk j

∫
k=r+s

ν̂e f (r)(km− rm) ̂̄u j (k− r)dr+
f̂m

ρ

 , (20)

where

℘im = δim−
kikm

k2 (21)
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Figure 1: Representation of the terms of Eq. 19 in Fourier space and its representa-
tion relative to the plane π .

is the projection tensor operator, which projects any vector onto the plane π where
δim is the Kronecker delta tensor.

Thus, the filtered global equations for the turbulence in Fourier space (Eq. 20) do
not depend on the pressure field, unlike what happens in physical space. Therefore,
the projection method minimizes the cost of the calculations for solving the Navier-
Stokes equations for incompressible flows once it is not necessary to work with the
pressure-velocity coupling. The need for solving the linear systems, the part that
normally requires the greatest computational effort in conventional methodologies,
is then not necessary. However, the pressure field can be obtained by mathematical
manipulation of Eq. 19; and the procedure can be found in [Moreira (2007)]. The
convolution integrals that appear in the nonlinear transformation terms are compu-
tationally expensive to calculate. As an alternative way to solve this problem, the
pseudo spectral method is presented.

2.3 The Fourier pseudo-spectral method

The main idea of the Fourier pseudo-spectral method (FPSM) involves not directly
computing the nonlinear advective and diffusive terms of Eq. 20 in Fourier space
that would imply the resolution of the convolution integrals. The solution of a
convolution integral is very expensive computationally. To solve this problem, all
the spatial derivatives of the advective and diffusive (nonlinear) terms are calculated
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in the Fourier space and are transformed to the physical space where all products
are calculated. To illustrate the pseudo-spectral method, we take two functions
f(x, t) and g(x, t). The Fourier transform of the product of these two functions is
given by the following convolution integral:

f̂g(k, t) =
∫

k=r+s

f̂(r) ĝ(k− r)dr. (22)

Another way to calculate this product is to compute the product of f by g in the
physical space, creating a new function h(x, t) = f(x, t)g(x, t), which is then trans-
formed to Fourier space:

ĥ(k, t) =
∞∫
−∞

h(x, t)e−ι2πk·xdx. (23)

Calculating the Fourier transform of h(x, t), Eq. 23, is equivalent to performing
the convolution integral of Eq. 22. Consequently, the Fourier transform of the
derivative of the product is given by:

∂ (fg)
∂xi

= ιkif̂g = ιkiĥ. (24)

In the case of the nonlinear advective and nonlinear viscous terms, we also have
the presence of derivatives. In order to transform these terms, we use Eq. 24. For
instance, if f̂(k, t) and ĝ(k, t) are known in Fourier space, we perform the inverse
transform to physical space, obtaining f(x, t) and g(x, t). Then, we calculate the
product f(x, t) by g(x, t), yielding h(x, t), transform it to the Fourier space and then
obtain ĥ(k, t). Finally, we obtain the derivative ιkĥ(k, t) without calculating the
convolution integral but also without loss of the accuracy of the spectral derivative
calculation.

2.4 Numerical Method

In this section, the main numerical details used in the present work will be pro-
vided. The dimension of the physical domain in the x direction is Lx, which can be
discretised using Nx collocation points equally spaced at a distance of ∆x = Lx/Nx.
Therefore, the position of a point is given by x = n∆x, where 1 ≤ n ≤ Nx. In the
spectral domain, we define a wave number vector the component x of which is
kx = 2π

λx
where λx is the wave length. The step of the wave number in the spectral

domain is given by ∆kx = 2π

Lx
, and thus, for the cutoff wave number, (kc), the bigger

resolved wave number is max[kx] = πNx
Lx

= π

∆x and the smaller is min[kx] = 2π

Lx
. The
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smallest resolved structure has a size of 2∆x, and the largest has a size Lx. The same
procedure applies to the directions y and z. A discrete Fourier transform (DFT) is
the proper numerical way to evaluate Eq. 16. The DFT of a function φ is defined
by Briggs and Henson (1995) as:

φ̂k =
N
2

∑
n=−N

2 +1

φne
−ι2πkn

N , (25)

and Eq. 17 is evaluated using the discrete inverse Fourier transform (DIFT ):

φn =
1
N

N
2

∑
k=−N

2 +1

φ̂ke
ι2πkn

N , (26)

where −N/2 + 1 ≤ k ≤ N/2, k is the wave number vector and N is the number of
collocation points in the discretised domain.

The application of a DFT is restricted to periodic boundary condition problems,
limiting the use of the numerical Fourier transform in CFD to a restraint class
of physical problems. Therefore, the Fourier spectral method has only been used
for simulations of temporal jets, temporal mixing layers and homogeneous and
isotropic turbulence, where:

φ (x, t) = φ (x+L, t) . (27)

The fast Fourier transform (FFT) algorithm, applied to solve Eqs. 25 and 26, is
very efficient and was proposed by [Cooley and Tukey (1965)]. In terms of floating
point operations, when the DFT is performed using the FFT algorithm, it has a
computational cost of O(NlogN

2 ), which is very competitive with other computa-
tional methods that are O(N2).In the present paper, we used the FFT E subroutine,
which was implemented by [Takahashi (2006)]. The same procedure can be per-
formed in order to perform the fast inverse Fourier transform. For the time evo-
lution, the low-dissipation and low-dispersion fourth-order Runge-Kutta algorithm
proposed by [Allampalli, Hixon, Nallasamy, and Sawyer (2009)] was chosen in
order to maintain the accuracy.

3 Results

3.1 Verification of the computational code

The synthesisation method of analytical solutions for a differential model is an
interesting concept, which enables one to obtain a solution as a safe reference in
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order to verify methodologies and algorithms. The synthesis consists of adding
a source term to a differential equation to propose a plausible analytical solution
and, through applying the analytical solution in the differential model, determining
the source term. Therefore, we have a differential model with a known analytical
solution [Silva, Souza, and Medeiros (2007)].

The following analytical periodic solution for the Navier-Stokes equations, with
constant physical properties, including a source term, was proposed by [Henshaw
(1994)]:

ua(x,y,z, t) = sin(x)cos(y)cos(z)cos(2πt) (28)

va(x,y,z, t) = cos(x)sin(y)cos(z)cos(2πt) (29)

wa(x,y,z, t) =−2cos(x)cos(y)sin(z)cos(2πt) (30)

pa(x,y,z, t) = sin(x)sin(y)sin(z)cos(2πt) . (31)

The source terms to be added to the momentum equations are obtained by solving
the derivatives that appear in Eq. 32:

fi =
∂ua

i
∂ t

+
∂

∂x j

(
ua

i ua
j
)
+

1
ρ

∂ pa

∂xi
+

∂

∂x j

[
ν

(
∂ua

i
∂x j

+
∂ua

j

∂xi

)]
, (32)

where the super-index a stands for the analytical solution, given by Eqs. 28-31. The
fields ua, va and wa satisfy Eq. 1. Introducing these solutions into Eq. 32, the field
f(x, t) can be obtained. Thus, for a problem given by Eqs. 1 and 2, with a known
source term f(x, t), the analytical solution is given by Eqs. 28-31. To evaluate the
results quantitatively, the norm L2 is used, which measures the error between the
variable numerically calculated (φ c) and the variables analytically calculated (φ a)
as follows:

L2 =

√√√√ 1
NxNyNz

Nx

∑
i=1

Ny

∑
j=1

Nz

∑
k=1

[φ c (xi,y j,zk, t)−φ a (xi,y j,zk, t)]
2. (33)

Note that although the norm has been defined with respect to a generic function φ ,
it can be used for all velocity components and for the pressure field, replacing by
the variable of interest in Eq. 33. The super-index c stands for the fields numerically
calculated.

The reference parameters that model the problem are the vortex diameter, Lr =
π[m], the maximum velocity of the flow that occurs at time t = 0[s], Ur = max[ua(x),
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va(x),wa(x)] = 1.0[m/s] and the reference time that is given by tr = Lr/Ur = π[s].
The Reynolds number for this flow is given by Eq. 34:

Re =
UrLr

ν
, (34)

which makes it possible to calculate the viscosity ν of the fluid. As the goal of this
simulation is to verify the algorithm, its implementation and to show the accuracy
of FPSM, the differences between the calculated and analytical velocity fields were
quantified using the L2 norm defined in Eq. 33. All the simulations presented in
this section were performed in a calculation domain of Lx = Ly = Lz = 2π and
Re = 10. In the first simulation, a constant time step of ∆t = 10−4[s] was used, the
simulated time was set at 10[s] and 83, 163 and 323 collocation nodes were used. As
shown in Fig. 2, the error is of round-off (10−15) level, and there are no significant
differences in the results for the different grids. This level of error characterizes a
methodology with spectral accuracy and spectral rate of convergence. Thus, for the
other simulations, a mesh of 323 collocation nodes was used.

(a) (b)
Figure 2: Influence of the collocation point number on the temporal evolution of
the norm L2 of the w component of the velocity with (a) 83 or (b) 323 collocation
points.

To study the influence of the size of the time step, three cases with ∆t = 10−3[s],
10−4[s] and 10−5[s] were simulated. Note that the errors found with ∆t = 10−4[s]
and 10−5[s] are of the order 10−15, which is close to the machine round-off error.
Note that the error for ∆t = 10−3[s] is larger compared with the other time steps.
The goal of these results was to demonstrate that the time steps used do not intro-
duce large errors into the spatial solution. The results of Fig. 3 show that the error
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for 10−4[s] and 10−5[s] is of the order of the machine round-off error. Thus, the time
step ∆t = 10−4[s] will be used hereafter.

Figure 3: Influence of the time step in the temporal evolution of the norm L2 of the
w component of velocity.

(a) (b)
Figure 4: Temporal evolution of the L2 norm for the following: (a) component z of
the velocity and (b) the pressure.

Figure 4 shows the temporal evolution of the norm L2 for the z component of ve-
locity and pressure. Note that for both velocity component in Fig. 4 (a) and the
pressure in Fig. 4 (b), the L2 norm is of the order 10−15, which corresponds to the
machine round-off error using double precision. The velocity components in the x
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and y directions also presented errors on the order of the machine round-off error,
demonstrating the high precision of FPSM. In solving the Navier-Stokes equations
for incompressible flows with the numerical method used, it is very difficult to keep
the same order of errors and convergence for both pressure and velocity. Another
very important result is that the pressure presents the same order of convergence as
the velocity components.

3.2 Isotropic Turbulence

Once the numerical code against a synthesized analytical solution is verified, the
validation of the developed numerical code against benchmark results was per-
formed. The physical laws must be obeyed, as pointed out by [(Silva, Souza, and
Medeiros, 2007)].

The authors of the present work have a particular interest in studies of turbulent
flows. One of the most common tools used for studying turbulence is the simulation
flow, known as isotropic turbulence. It is characterized by the absence of walls and
has zero mean velocity. Moreover, we can model periodicity for all variables on all
boundaries. One way to simulate isotropic turbulence is by adding a body force to
the Navier-Stokes equations as follows:

∂ ūi

∂ t
=− ∂

∂ x j
(ūiū j)−

1
ρ

∂ p̄∗
∂ xi

+
∂

∂ x j

[
νe f

(
∂ ūi

∂x j
+

∂ ū j

∂xi

)]
+

f̄bi

ρ
. (35)

The procedure of forcing a flow is advantageous when working in Fourier space
because it is possible to force only a band of wave numbers. This task is not trivial
to perform in physical space, but in the Fourier space, it is possible impose this
force to be zero outside the desired range of wave numbers (Eq. 38). The forcing
method proposed by [Eswaran and Pope (1988)] was used. This choice was made in
order to allow a spectral analysis of stationary turbulence. Therefore, it is possible
to inject an amount of energy at the smallest wave numbers of the energy spectrum
as follows [Eswaran and Pope (1988); Alvelius (1999); Smirnov, Shi, and Celik
(2001)]:

̂̄f bi (k, t) =℘i j (k)Wj (k, t)θ (k) , (36)

where ℘i j (k) is the projection tensor defined in Eq. 21 and θ (k) gives the limiting
value for the forcing process to the wave numbers of interest, given by:

θ (k) =


1 if kinf ≤ |k| ≤ ksup

0 if |k| ≤ kinf or ksup ≤ |k| ,
(37)
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where kinf is the lower limit and ksup is the upper limit of the wave number over
which the force is imposed. It remains to define Wj (k, t), which is the Uhlenbeck-
Örnstein process of stochastic diffusion [Eswaran and Pope (1988)]. This process is
characterized by a scale of temporal decorrelation (TL) and a parameter that models
the amplitude (σ) of the fluctuations.

The equation for the spectral density of turbulent kinetic energy (Ek (k, t)) for an
isotropic turbulence flow is given by Eq. 38 [(Lesieur, Métais, and Comte, 2005)]:(

∂

∂ t
+2νk2

)
Ek (k, t) = T (k, t)+ fbk (k) (38)

where fbk (k) is the energy injected by the forcing term fbi(k) (Eq. 36)) and T (k, t)
is the nonlinear transfer rate of turbulent kinetic energy between the turbulent struc-
tures of wave number k with all other structures of the spectrum. When the spec-
trum is not completely solved, this term is decomposed into the following:

T (k, t) = Tr (k, t)+Tsg (k, t) , (39)

where Tr (k, t) is the nonlinear energy transfer between the resolved turbulent struc-
tures and Tsg (k, t) is the energy transfer between the resolved and the sub-grid tur-
bulent structures. This process is usually modeled by Tsg (k, t) = −2νtk2Ek(k, t).
Assuming stationary turbulence,

kc∫
0

Tr (k)dk = 0. (40)

The energy injected into a spectrum band (kin f ≤ ki ≤ ksup) yields the following
balance:

kc∫
0

(
2νk2)Ek (k)dk+

∞∫
kc

(
2νtk2)Ek (k)dk =

ksup∫
kin f

fbk (k)dk. (41)

Once energy is injected into the spectrum, it is nonlinearly transferred to smaller
structures, up to the level of the dissipative scales. When it reaches steady state, the
energy spectrum is sustained because the injection supplies, at the same rate, the
nonlinear transfer and the dissipated energy of the spectrum (Eq. 41). The nonlinear
mechanism of energy transfer promotes an important physical mechanism known
as an energy cascade. The energy is transferred in a nonlinear way, up to the Kol-
mogorov dissipative scales, where it is dissipated by viscous effects. In the studies



128 Copyright © 2011 Tech Science Press CMES, vol.75, no.2, pp.113-139, 2011

of isotropic turbulent flows, the theory of [Kolmogorov (1941)] assumes the equi-
librium hypothesis, where all the energy injected into the spectrum is dissipated by
viscous effects. The balance can be achieved only for statistically stationary turbu-
lent flows. Kolmogorov’s theory establishes that the spectrum of turbulent kinetic
energy in its inertial region takes the following form:

Ek (k) = Ckε
2/3‖k‖−5/3, (42)

where Ek (k) is the energy spectrum, ε is the rate of viscous dissipation, Ck = 1.4
is the Kolmogorov constant and ‖k‖ is the norm of the wave number vector. Thus,
comparing the energy spectrum obtained numerically for a given turbulent flow
with Kolmogorov’s law is one of the most frequently utilized procedures for vali-
dating the turbulence modeling method; for instance, with models that use the LES
methodology. This validation has the main goal of evaluating the energy spectrum
in the inertial zone, under the regime of stationary turbulence. For this, the body
force should be random and restricted to larger scales (low wave numbers). It does
not interfere in the rest of the spectrum, which attempts to simulate the k−5/3 Kol-
mogorov’s law. In addition to this step, a qualitative verification is performed by
comparing the vorticity modulus with the reference data of [Lesieur (1997)].

Table 1 shows the values used for the previously described parameters. These val-
ues were also chosen by [Sampaio (2006)] and used to validate a proposed turbu-
lence model. In the present study, the same values were used because a detailed
study of the influence of each parameter over the simulated flow is not a goal of the
present work.

Table 1: Parameters used in the simulations of homogeneous and isotropic turbu-
lence.

Parameters Used value
kinf
[
m−1

]
1

ksup
[
m−1

]
3

TL [s] 0,1
σ
[
m/s2

]
50

ν
[
m2/s

]
10−6

In all simulations, the calculation domain is given by Lx = Ly = Lz = 2π . Periodic
boundary conditions were used in all coordinates directions. The time step (∆t) was
calculated using a diffusion time step ∆td (Eq. 43) and an advective ∆tad (Eq. 44),
and it was corrected by the CFL criterion that provides stability to the time advance
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process [Courant, Friedrichs, and Lewy (1967)] (Eq. 45):

∆td =
1

2ν

(
1

∆x2 +
1

∆y2 +
1

∆z2

)−1

, (43)

∆tad = min
[

∆x
‖u‖max

,
∆y
‖v‖max

,
∆z
‖w‖max

]
, (44)

∆t = CFLmin [∆td ,∆tad ] . (45)

The parameter CFL is a number between 0 and 1. For the simulations presented
in the present work, CFL = 0.95 was used. Thus, starting from a velocity field of
zero values, the body force ( fbi) was used to accelerate the flow, and large turbulent
structures were formed inside the domain. These structures transfer energy for the
entire spectrum of the turbulent structures, leading to the transfer of energy up to
the Kolmogorov dissipative scales. Until it reaches the Kolmogorov length scales,
practically no energy is dissipated. It is mainly transferred to structures of different
sizes by the nonlinear mechanism. This is a physical process that can be simulated
using the DNS methodology. When the LES methodology is used, the modeling of
turbulence enables the transfer of energy through the cutting scales, determined by
the used grid. This determines the so-called “grid filter” cutoff frequency or cutoff
wave number. When the steady state is reached, in the statistical sense, the injected
energy must be equal to the dissipated energy at a dissipation rate ε .

Alternately, the simulation starts from a velocity field generated by random distur-
bances, restricted to a small band of low wave numbers of the energy spectrum.
This procedure can be used to reduce the processing time. The qualitative analysis
of the flow in each studied case was performed through isosurface visualisations of
the vorticity module. The quantitative analysis was performed over the turbulent
kinetic energy spectra of the simulations at different times, calculated according
to the methodology proposed by [Pope (2000)], from the velocity fields in Fourier
space.

Figure 5 (a) shows the temporal evolution of the turbulent kinetic energy spectrum
for a simulation without turbulence modeling. For the previously described velocity
fields generated by random disturbances, an amount of energy is injected via a
forcing term. Note that the energy accumulates over the higher wave numbers of the
spectrum, up to the numerical divergence of the simulation. Note that without the
use of sub-grid turbulence modeling, this behavior was expected. This is because
the developed pseudo-spectral code is free of numerical diffusion. The numerical
viscosity also models the energy transfer between the frequency or wave number
bands. In the spectrum, a straight line with a k−5/3 slope is also shown for reference.
One observes the energy accumulation in the band of high wave numbers because
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of the absence of adequate energy transfer. It can be seen for t = 2[s] and 10[s] that
the energy spectrum is physically inconsistent, showing very high energy levels at
the higher wave numbers. The smallest structures of turbulence have more energy
than the largest structures, i.e., smaller wave numbers. This is a consequence of the
inadequate energy accumulation in the cutoff frequencies because of the absence
of sub-grid scale modeling. Figure 5 (b) shows the vorticity modulus; the presence
of numerical noise is noticed because the energy accumulates in the higher wave
numbers.

(a) (b)
Figure 5: Numerical simulation without sub-grid turbulence modeling: (a) tem-
poral evolution of the turbulent kinetic energy spectrum and (b) the vorticity at
t = 10[s].

The absence of modeling results in physical inconsistency. Therefore, the goal now
is to show that the correct use of turbulence modeling yields physically consistent
results. Figure 6 shows the behavior of the methodology with three levels of refine-
ment, changing the number of collocation points, i.e., 323, 643 and 1283. Dynamic
sub-grid scale modeling was used for all simulations, starting from the initial ve-
locity fields. The flow is forced through a body force given by Eq. 36 and with the
parameters given in Tab. 1. The simulations continue until a statistically established
regime (t = 6[s]) is reached. Figures 6 (a), (b) and (c) show the vorticity module for
the grids of 323, 643 and 1283, respectively. Note that with 323 collocation points,
the obtained eddy structures exhibit low-resolution topological traces. However,
the energy spectrum is relatively well calculated, thanks to the combination of high
accuracy and the sub-grid scale dynamic modeling used. As the number of colloca-
tion points is increased, smaller structures are captured, and the amount of captured
structures increases considerably. The high level of detail for the captured physi-
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cal structures with 1283 collocation points is also noteworthy, compared with other
simulations. Figure 6 (d) shows the spectra of turbulent kinetic energy for the three
levels of refinement. The grid of 323 collocation points presents a small accumu-
lation of energy in all of the spectra. This accumulation can be explained by the
analysis of Eq. 41. Indeed, the smaller the cutoff wave number kc the smaller the
kc∫
0

(
2νk2

)
Ek (k)dk term that must model the turbulent kinetic energy dissipated by

viscous effects in the wave number band (0− kc). Moreover, by decreasing kc the

contribution of the
∞∫

kc

(
2νk2

)
Ek (k)dk term becomes bigger, which represents the

dissipation of the turbulent kinetic energy by the “turbulent effects”. This last term
models, by the concept of turbulent viscosity, the nonlinear physical effects that are
not calculated directly by the simulation. The smaller the kc the smaller the number
of solved structures and the greater the number of modeled structures. It is natural
that the error promoted by sub-grid scale modeling increases as coarser grids are
used. For 643 and 1283 points, there was a decay in the energy level, and the spectra
were closer. As the grid was refined, a greater proximity to the k−5/3 Kolmogorov
law was obtained. Because of this behavior for all subsequent simulations, the grid
with 1283 collocation points will be used.

Figures 7 illustrates the temporal evolution of the spectral density of turbulent ki-
netic energy obtained with dynamic Smagorinsky sub-grid scale modeling [Ger-
mano, Piomelli, and Moin (1991)]. Starting from a random velocity field, restricted
to a range of wave numbers of the spectrum, an amount of energy is injected via a
forcing term, which is transmitted to all wave numbers of the spectrum via a non-
linear process. The energy cascades until it reaches the cutoff scales of the grid
filter. All simulations were performed until the flow reached a balance between
injected and dissipated energy for a statistically stationary regime. The log(Ek (k))
and log(k) scales were used, and a straight line with a slope of k−5/3 is also shown
as a reference. One notes a good agreement with the Kolmogorov law for the times
greater than 5[s] and that the flow remains steady after this time. This is typical of
the balance between the injected energy, the transferred energy and the dissipated
energy.

Figures 8 shows the isovalues of the vorticity modules for different times. Since the
initial time, the flow presents turbulent structures, which, with the development of
the simulation, are multiplied due to the nonlinear amplification process of distur-
bances, generating smaller and smaller structures. The flow reaches the turbulence
state when the spectrum remains stationary and exhibits a k−5/3 Kolmogorov law.
At all times, coherent structures of turbulence can be observed. Figure 9 shows
a qualitative comparison of the vorticity modulus between the present work and
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(a) (b)

(c) (d)
Figure 6: Influence of the collocation point number using the dynamic Smagorinsky
sub-grid scale model; the vorticity module is visualized using (a) 323, (b) 643 and
(c) 1283 1283 collocation points; (d) spectral density of turbulent kinetic energy.

Figure 7: Temporal evolution of the turbulent kinetic energy spectrum using the
Smagorinsky dynamic turbulence modeling.
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that of Note the similarity between the structures in the form of filaments in both
works; however, in the present work, there are a lot of smaller structures. This
can be explained by the possible difference between the Reynolds numbers of the
present study and the study of [Lesieur, Métais, and Comte (2005)], or even by the
chosen surface of the vorticity modulus. This value was chosen in order to get the
best visualization of the structures. This criterion was used in both works compared
here.

(a) (b)

(c) (d)
Figure 8: Temporal evolution of the vorticity modulus; simulation performed using
the LES methodology with the dynamic Smagorinsky model: (a) t=2 [s], (b) t=4
[s], (c) t=6 [s] and (d) t=10 [s].

Figures 10 (a), (b) and (c) show the visualizations of the vorticity modulus at statis-
tically stationary regimes, and Fig. 10(d) illustrates the spectra of turbulent kinetic
energy. Sub-grid Smagorinsky modeling with three different values of Cs was used.
These simulations were performed with the goal of adjusting the model constant.
With Cs = 0.10, the modeling failed to transfer all of the energy required towards
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(a) (b)
Figure 9: Vorticity module for homogeneous and isotropic turbulence: (a) [Lesieur,
Métais, and Comte (2005)] and (b) present work.

the sub-grid scales of turbulence, and an energy accumulation in the high frequen-
cies of the spectrum was noted. The visualization of Fig. 10 (a) shows a large
quantity of high-frequency turbulent structures, which does not correspond to the
physical nature of the problem, as demonstrated by the energy spectrum. The sim-
ulation using Cs = 0.30 shows an excessive energy transfer, and the spectrum does
not reach the slope of k−5/3, except for a band very restricted to small wave num-
bers. In this case, Fig. 10 (c) shows that the energy was excessively dumped. The
constant 0.18, calculated analytically by [Lilly (1992)], gives a good approximation
to the Kolmogorov k−5/3 law in a large part of the spectrum.

The purpose of these simulations and of the present paper is to show the impor-
tance of turbulence modeling and of the adjustment of the value of the Smagorin-
sky constant. A new value of this constant in a statistically stationary regime can
be determined by dividing Eq. 10 by Eq. 12 and taking the spatial mean (〈 〉) of
Csd(x, t), giving:

Cs(t) =
√
〈Csd(x, t)〉. (46)

Using Eq. 46 and the simulations with the Smagorinsky dynamic model, the value
Cs = 0.12 was determined for several different times. Therefore, this constant is
indeed independent of time.

Figures 11 (a) and (b) show the vorticity modulus in the statistically stationary
regime using Smagorinsky modeling with Cs = 0.12 and the dynamic Smagorinsky
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(a) (b)

(c) (d)
Figure 10: Influence of the Smagorinsky constant; vorticity module in regime sta-
tistically established: (a) Cs = 0.1; (b) Cs = 0.18 and (c) Cs = 0.3 and (d) spectra
of turbulent kinetics.

model. Note a greater number of structures using Smagorinsky modeling. The
turbulent structures obtained with Smagorinsky modeling are apparently noisier
than those obtained with dynamic modeling, which are more coherent. A large
quantity of characteristic structures of turbulence can be noted.

Figures 11 (c) and (d) present the turbulent kinetic energy spectra that were ob-
tained using the Smagorinsky and dynamic Smagorinsky models. The spectrum
obtained with Smagorinsky modeling approached the Kolmogorov law very well,
but because of the numerical instabilities found in Fig. 11 (a), the dynamic model
is still the best option. The adjustment of the constant proposed above serves as
a way to optimize the use of the Smagorinsky model for a given numerical code
based on the pseudo-spectral method.
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(a) (b)

(c) (d)
Figure 11: Comparison between the Smagorinsky model using Cs = 0.12 and the
dynamic Smagorinsky model; the vorticity module is shown: (a) Smagorinsky
model; (b) dynamic Smagorinsky model; (c) turbulent kinetic energy spectrum for
the Smagorinsky model and (d) turbulent kinetic energy spectrum for the dynamic
Smagorinsky model.

4 Conclusions

In the present study, the goal was to show the importance of correctly modeling
turbulent flow. To do this, the isotropic turbulence in a box with periodic boundary
conditions was simulated using the classic sub-grid Smagorinsky and the dynamic
Smagorinsky modeling approaches. The temporal evolution of the turbulent kinetic
energy spectra and the vorticity module were shown with and without turbulence
modeling. When using the Smagorinsky model, one has to adjust its constant so
that the energy transfer occurs correctly, compared with the Kolmogorov cascade
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law. A way to determine the Smagorinsky constant was also proposed from the re-
sults obtained from simulations using the dynamic Smagorinsky model. Finally, a
case in which no turbulence modeling is used was presented. In this case, the turbu-
lent kinetic energy spectrum was completely inconsistent from a physical point of
view. This illustrates once again the need for turbulence modeling when the spec-
trum is not completely solved. This is a consequence of the Fourier pseudo-spectral
method that does not present numerical viscosity. Another way to achieve numeri-
cal stability would be to solve for the entire energy spectrum using the appropriate
refinement in the discretisation process, i.e., to use direct numerical simulation.
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