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Inverse Analysis of Solidification Problems Using the
Mesh-Free Radial Point Interpolation Method

A. Khosravifard1 and M.R. Hematiyan1,2

Abstract: An inverse method for optimal control of the freezing front motion in
the solidification of pure materials is presented. The inverse technique utilizes the
idea of a pseudo heat source to account for the latent heat effects. The numeri-
cal formulation of this inverse method is based on a formerly introduced meshless
technique. In this method, the flux and the velocity of the liquid-solid interface are
treated as secondary variables and the liquid and solid domains are modeled simul-
taneously. Some numerical examples are provided to demonstrate the efficiency of
the presented method. The effects of regularization and the number of nodes of the
proposed meshless method are investigated in the examples.
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1 Introduction

In a direct solidification problem, boundary conditions on the boundaries of the
problem domain are specified, and the objective is to find the time-dependent lo-
cation of the moving solid-liquid interface. However, in an inverse solidification
problem, the boundary conditions, at least on some parts of the boundary are usu-
ally unknown. The inverse solidification problems are often considered as design
problems, in that, the objective is to find the unknown boundary conditions in order
to obtain a specific pattern of solidification front. It is well known that control-
ling the morphology of the solid-liquid interface during the solidification process is
of utmost importance to the formation of microstructure in the solidified materials
[Okamoto and Li (2007)]. In case of solidification of a molten metal, controlling
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the speed and pattern of the solidification front can have a great impact on the me-
chanical, as well as metallurgical properties of the solidified metal. By controlling
the velocities at the freezing front, one can optimize the solidification time for dif-
ferent parts in a mold for a desired characteristic.

Numerical methods are usually used for the inverse analysis of practical solidifica-
tion problems. In these methods, two conventional strategies can be utilized, i.e.
the fixed grid techniques, and the moving or deforming grid techniques. The former
incorporates the enthalpy formulation to account for the latent heat effects, while
the latter continuously tracks the moving boundary by considering deforming grids
or elements. There is also a third technique for the inverse analysis of solidifica-
tion problems, which has found less attention in the literature. In this technique,
the latent heat effect is accounted for, by considering a pseudo heat source near
the freezing front. The idea of using a pseudo heat source for consideration of the
latent heat effects can reduce or eliminate the nonlinearity of the inverse solidifi-
cation problem. By this approach, the inverse analysis of a solidification problem
reduces to a simple inverse heat conduction problem, involving a heat generation
source [Hematiyan and Karani (2003)]. Although this method is not as accurate as
the other two techniques, it can yield acceptable results with a much less computa-
tional labor.

Historically, the finite and boundary element methods have been the most impor-
tant numerical tools for the analysis of the inverse solidification problems. Katz
and Rubinsky (1984) were among the first ones who used the finite element method
(FEM) for the inverse analysis of solidification processes in one-dimensional prob-
lems. Zabaras et al. utilized the boundary element method (BEM) for the design
of casting processes. Their method was aimed at finding a specific boundary flux
history that would result in a desired solidification front motion that is required to
control the liquid feeding to the front [Zabaras, Mukherjee, and Richmond (1998)].
Zabaras (1990) also provided an FEM methodology for the solution of several one-
dimensional solidification problems. Ruan and Zabaras (1991) utilized the FEM
for determination of the interface location in 2D melting problems. Their method
focused on the analysis and design of welding processes. Voller (1992) presented
an enthalpy-based inverse algorithm for the inverse analysis of two-phase Stefan
problems. Later, Zabaras et al. presented a methodology for finding the boundary
flux or temperature for obtaining a desired motion of the freezing interface in two-
dimensional problems [zabars, Ruan, and Richmond (1992)]. Zabaras and Yuan
(1994) presented a dynamic programming methodology for the inverse analysis of
Stefan problems. Their method was aimed at finding a heat flux history on the
boundary so as to achieve a pre-defined movement of the solid-liquid interface.
Kang and Zabaras (1995) proposed an adjoint method for calculation of the opti-



Inverse Analysis of Solidification Problems 187

mum boundary cooling history in two-dimensional conduction driven solidification
processes, for obtaining a desired history of the freezing interface motion. The in-
verse analysis of solidification problems in the presence of natural convection has
also been performed. Zabaras and Nguyen (1995) presented a methodology for
control of freezing front morphology in solidification problems. In their analy-
sis they considered the effect of natural convection in the liquid region. Frankel
and Keyhani (1996) used a weighted residual methodology for obtaining a tran-
sient boundary condition that produces a prescribed interfacial surface motion to
ensure a desired morphology. A systematic procedure based on the adjoint method
for inverse design of solidification of binary alloys was presented by Yang and
Zabaras (1998). Hale and co-workers proposed a solution technique for design and
control of the temperature gradients in the unidirectional solidification problems
[Hale, Keyhani, and Frankel (2000)]. Nowak et al. presented an algorithm for
phase change front identification in continuous casting process [Nowak, Nowak,
and Wrobel (2003)]. They formulated the problem as an inverse geometry prob-
lem, and utilized temperature measurements in the solid phase and sensitivity co-
efficients in the solution procedure. Okamoto and Li (2007) presented a design
algorithm for optimal computation of boundary heat flux in solidification process-
ing systems. In their method, the Tikhonov regularization method, along with the
L-curve method is used to select an optimal regularization parameter. An optimal
control approach for solidification process of a melt in a container was presented by
Hinze and Ziegenbalg (2007). They controlled the evolution of the solid-liquid in-
terface by the temperature on the container wall. Recently, Nowak et al. proposed a
three-dimensional numerical solution of the inverse boundary problem for a contin-
uous casting process of an aluminum alloy [Nowak, Smolka, and Nowak (2010)].
Abbasnejad et al. presented a method for optimal control of the location of both
the solidus and liquidus lines in solidification of alloys [Abbasnejad, Maghrebi,
Bassirat Tabrizi, Heng, Mhamdi, and Marquardt (2010)]. In their method they pre-
sented only design of simple one-dimensional solidification processes.

Almost all of the works presented in the literature on the subject of inverse so-
lidification have been performed by the FEM and the BEM. However, being in-
dependent of a predefined mesh of elements and also suitable for the analysis of
nonlinear problems, the mesh-free methods are interesting for the direct as well as
inverse analysis of solidification problems. Although the BEM and FEM are well-
established numerical tools for the analysis of engineering problems, the former is
not quite appropriate for the analysis of nonlinear phenomena and the latter is not
appropriate for the analysis of moving boundary problems. To overcome the short-
comings of the conventional numerical tools, meshless methods were introduced in
the previous decade. Since the early proposal of the meshless methods, so many
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researchers have contributed to the development of them and investigation on the
meshless methods is still an active research area [Avila, Han, and Atluri (2011);
Mirzaei and Dehghan (2011); Yang, Tang, Atluri (2011)].

In this paper, a previously developed mesh-free technique [Khosravifard and Hematiyan
(2010b); Khosravifard, Hematiyan, and Marin (2011)] and the pseudo heat source
method are utilized for the design of 2D solidification problems.

As mentioned earlier, the inverse analysis of solidification problems are mostly per-
formed by the fixed and moving grid techniques. The utilization of the pseudo heat
source for modeling the liberation of latent heat in inverse design of solidification
problems has been reported in [Hematiyan and Karami (2003)]. Hematiyan and
Karami (2003) have made use of the BEM in their analysis. Nevertheless, since
the BEM is not considered as a robust technique for the analysis of nonlinear prob-
lems, the applicability of their method is limited to the linear cases, i.e. the cases
for which the thermo-physical properties of the material are temperature indepen-
dent. In the present paper, the concept of pseudo heat source along with a power-
ful truly meshless technique [Khosravifard and Hematiyan (2010b); Khosravifard,
Hematiyan, and Marin (2011)] is used for the inverse design of 2D solidification
problems. By using the pseudo heat source method, the inverse solidification prob-
lem transforms into a new inverse transient heat conduction problem that can be
solved much more efficiently. The flux and the velocity of the liquid-solid interface
are treated as secondary variables and the liquid and solid domains are modeled
simultaneously. Some examples are also provided to demonstrate the effectiveness
of the presented method.

2 The inverse solidification problem based on the concept of a pseudo heat
source

The latent heat effects of a solidifying medium can be taken into account by consid-
ering a pseudo heat source near the moving solid-liquid interface. By considering
the concept of the pseudo heat source and based on an improved meshless radial
point interpolation method, a methodology is presented for the computation of an
optimal distribution of heat flux history on the boundary, which results in a desired
motion of the solid-liquid interface. In the present method, the fluxes on the moving
boundary and its velocity are regarded as secondary variables, while the primary
unknown in the inverse problem is the flux on the fixed boundaries of the problem.

The modeling of the problem can be regarded as that of fixed domain, since both the
solid and liquid phases are modeled simultaneously. As a result, the equilibrium
and compatibility constraints are automatically satisfied at the moving boundary.
To account for the latent heat effects a moving pseudo heat source is considered
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near the solid-liquid interface. The position of the heat source is updated at each
time step of the problem analysis, but the interface position is fixed during each
time step. In order to obtain stable and smooth results, primary and secondary
regularizations are performed.

2.1 Problem statement

A liquid, which is initially at a temperature equal or above its melting tempera-
ture and occupies a domain Ω is considered. Fig. 1 depicts the problem geometry
and the terminology used in this paper. A part of the fixed boundary on which
prescribed boundary conditions are applied is denoted by Γp, and the rest of the
boundary with the unknown boundary heat flux is referred to as Γq. The moving
boundary, i.e. the solid-liquid interface, at any instant of time is denoted by ΓI (t).
The moving boundary initially coincides with the fixed boundary Γ = Γp + Γq.
Starting at the time t = 0 the boundary portion Γq is cooled and the interface pro-
ceeds inwards, generating a two-phase medium. A part of the domain that is solid-
ified up to time t is denoted by Ωs and the part of the domain which is still liquid is
denoted by Ωl . In the numerical formulation of the inverse problem, n+1 discrete
time steps are considered. The objective of the problem is to find the distribution
of the heat flux on Γq at the mentioned time steps. The part of the domain which
solidifies during the time step from tM−1 to tM is referred to as the transition zone
and denoted by ΩT .

 
Figure 1: Geometry and terminology of the inverse solidification problem
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2.2 Solution procedure

For obtaining the distribution of the heat flux on Γq at each time step, we adopt
the function estimation approach, i.e. Nq discrete points on the boundary Γq are
selected and a value of heat flux at each point of the boundary is obtained by the
inverse analysis. In the formulation presented in this paper, ΓI at the n + 1 dis-
crete time steps (t0, t1, . . . , tn) is prescribed, and the boundary heat flux qB (ti),
i = 1, 2, · · · , n is to be so determined as to achieve the desired solid-liquid interface
motion.

Suppose that the inverse problem is analyzed up to the time tM−1 and the heat
flux qB (t) and the temperature distribution within the domain Ω is obtained at the
preceding time steps t = t1, t2, · · · , tM−1. Now it is required to obtain the heat flux
vector qB on Γq for the new time step t = tM. The vector qB contains the values of
the heat flux at the Nq points on the boundary Γq, i.e.

qB =
[
q1 q2 · · · qNq

]T
, (1)

In the analysis of the problem from t = tM−1 to t = tM a pseudo heat source is ap-
plied in the transition region to model the latent heat effects. At each time step
of the inverse analysis, the value of the heat source which is considered to be uni-
formly distributed over ΩT is selected such that it can provide as much energy as
required for the solidification of the amount of material which is enclosed in ΩT .
In this way, the intensity of the pseudo heat source can be expressed as

g =
ρL
∆t

, (2)

where ρ is the density of the material, L is the latent heat, and ∆t = tM− tM−1.

To obtain the vector of heat fluxes qB, a least squares function corresponding to
the inverse heat conduction problem is formed as follows [Beck, Blackwell, and St.
Clair (1985)]:

S = (Y−T)T (Y−T)+αqT
BqB, (3)

where the vectors Y and T contain, respectively, the values of the desired and es-
timated temperature at the J points on the moving interface ΓI (tM). These vectors
are written as

Y =


Y1
Y2
...

YJ

 ; T =


T1
T2
...

TJ

 , (4)



Inverse Analysis of Solidification Problems 191

In Eq. (3), α is a regularization parameter. It should be noted that small values of α

lead to oscillatory heat fluxes. Increasing the value of α decreases the oscillations;
however, the difference between the desired and estimated values of the tempera-
ture increases. Consequently, proper selection of this parameter is a crucial task. In
this work, the value of α is so chosen that the norm of the vector difference of the
two vectors Y and T in Eq. (4) not be more than a specific value, say αc. In prob-
lems in which the desired motion of the solidification front is physically possible,
i.e. the motion is consistent with the governing physical equations, a smaller value
of αc can be chosen in comparison with the problems in which the desired motion
of the solidification front violates the governing equations.

The temperature field can be represented by a Taylor’s series expansion in terms of
an arbitrary vector of heat fluxes q̃B as follows:

T = T̃+X(qB− q̃B) . (5)

The vector T̃ is a temperature vector, obtained by an analysis of a direct problem
with the vector of heat fluxes q̃B applied at the boundary Γq. The matrix X in Eq.
(5) is the sensitivity matrix of the problem with respect to the heat flux components,
and is expressed as

X =


X11 X12 · · · X1Nq

X21 X22
...

. . .
XJ1 XJNq

 , (6)

where

Xi j =
∂Ti

∂q j
. (7)

The simplest method for the computation of the elements of the sensitivity matrix
is to use the finite difference approximation for evaluation of the derivatives.

After substituting the vector T from Eq. (5) into Eq. (3) and minimizing the least
squares function S with respect to heat flux components, the vector qB is obtained
as follows [Hematiyan and Karami (2003)]:

qB =
[
XTX+αI

]−1 [XT (Y− T̃
)
+XTXq̃

]
. (8)

2.3 Secondary regularization

As α is increased, the oscillations in the obtained values of heat flux is reduced but
the errors in the results would also be increased. After a proper selection of α , one
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can utilize a so-called secondary regularization procedure to smooth the solutions
[Hematiyan and Karami (2003)]. In this method, to obtain a vector V′ with smooth
elements from a vector V with oscillatory elements, the following relation should
be minimized:

R =
M

∑
i=1

(
V ′i −Vi

)2 + γ

M−1

∑
i=2

(
V ′i+1−2V ′i +V ′i−1

)2
, (9)

where V ′i and Vi are the elements of the vectors V′ and V respectively, and M is the
number of elements in each vector. γ in Eq. (9) is a regularization parameter, with
the usual values between 0.5 and 5. The first term in the expression of R guarantees
a vector V′ with elements as close as possible to the elements of the vector V.
The second term reduces the oscillation of vector V′ to produce a nearly piecewise
linear distribution. The minimization of R in Eq. (9) is equivalent to minimization
of the expression ‖SV′−K‖, where:

S =
[

I
γ H

]
; K =

{
V
0

}
, (10)

in which

H =


0 0 0 0 0
1 −2 1 0 0
0 1 −2 1 0
0 0 1 −2 1
0 0 0 0 0

 . (11)

In general H is an M×M matrix, where M is equal to the number of elements of V.
However, Eq. (11) gives H for the special case with M=5.

Using a least squares approach, the vector V′ is obtained as follows:

V′ =
(
STS

)−1 STK, (12)

One major characteristic of this secondary regularization scheme is that the sum-
mation of the elements of the vectors V and V′ are equal. For instance, if the vector
V describes the distribution of heat flux intensity with respect to time, then the
resulted vector V′ imposes the same amount of total energy to the domain as the
vector V does. This point will be shown in what follows. As stated earlier, to obtain
the vector V′, the expression for R should be minimized, i.e.

∂R
∂V ′j

= 0, j = 1, 2, ..., M, (13)
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and therefore,

M

∑
j=1

∂R
∂V ′j

= 0, (14)

The summation of derivatives of R with respect to the elements of V′ can be written
as:

M

∑
j=1

∂R
∂V ′j

=
M

∑
j=1

∂

∂V ′j

[(
V ′j −Vj

)2
]
+ γ

M−1

∑
j=2

{
∂

∂V ′j+1

[(
V ′j+1−2V ′j +V ′j−1

)2
]

+
∂

∂V ′j

[(
V ′j+1−2V ′j +V ′j−1

)2
]
+

∂

∂V ′j−1

[(
V ′j+1−2V ′j +V ′j−1

)2
]} (15)

Now, substitution of Eq. (15) into Eq. (14) results in

2
M

∑
j=1

(
V ′j −Vj

)
+2γ

M−1

∑
j=2

[(
V ′j+1−2V ′j +V ′j−1

)
−2
(
V ′j+1−2V ′j +V ′j−1

)
+(

V ′j+1−2V ′j +V ′j−1
)]

= 0 (16)

The second summation on the left hand side of Eq. (16) vanishes, and it can be
concluded that

M

∑
j=1

(
V ′j −Vj

)
= 0, (17)

or in other words

M

∑
j=1

V ′j =
M

∑
j=1

Vj. (18)

which is an statement of equality of summation of elements of the two vectors V
and V′.

3 The meshless improved radial point interpolation method (IRPIM) formu-
lation for the general transient heat conduction problem including heat
sources

3.1 Formulation of the radial point interpolation method (RPIM)

In the RPIM, radial as well as polynomial basis functions are used for construction
of shape functions. The method can be used to obtain an approximate smooth
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temperature field T h(x, t) based on some scattered values of a temperature field
T (x, t). The approximation has the following general form:

T h(x, t) =
n

∑
i=1

φi(x)Ti(t) = Φ
T(x)T(t), (19)

where n is the number of nodes in a supporting domain around a point of interest
x, φi is the value of the RPIM shape function corresponding to the ith node in the
support domain, and Ti(t) = T (xi, t) is the value of the temperature at node i, at
time t. For more details on the selection of radial basis functions, and construction
of the shape functions, one can refer to [Liu and Gu (2005)].

3.2 IRPIM formulation of nonlinear transient heat conduction

The general transient heat conduction equation for an isotropic medium is given as
follows:

∇ · (k(x,T )∇T (x, t))+g(x,T, t) = ρ(x,T )c(x,T )
∂T (x, t)

∂ t
, (20)

where ρ is the density, c is the specific heat, k is the thermal conductivity, and g
is the heat generation per unit volume. The initial and boundary conditions for Eq.
(20) are

T (x,0) = T0(x) in the domain (Ω),

T = T̄ on the boundaries with the essential condition (Γ1),

−k (∇T ·n) = q̄ on the boundaries with the natural condition (Γ2),

where n is the unit outward normal vector to the boundary, T0 is the initial condition,
T̄ is the applied temperature on the boundary, and q̄ is the applied normal heat flux
over the boundary.

On using the interpolation functions of the RPIM in the Galerkin weak form of Eq.
(20), one obtains the following system of equations:

M(T )Ṫ+K(T )T = F(T, t), (21)

where:

Mi j =
∫

Ω

ρ(x,T )c(x,T )φiφ j dΩ, (22)

Ki j =
∫

Ω

k(x,T )
[

∂φi

∂x
∂φ j

∂x
+

∂φi

∂y
∂φ j

∂y
+

∂φi

∂ z
∂φ j

∂ z

]
dΩ, (23)
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Fi =
∫

Ω

g(x,T, t)φi dΩ−
∫

Γ2

q̄φi dΓ. (24)

In Eqs (22) to (24), φ i and φ j are the RPIM shape functions corresponding to the
nodes i and j, respectively. In the conventional meshless RPIM, the domain inte-
grals in Eqs. (22) to (24) are evaluated through a background cell structure and
the Gaussian quadrature method. Consequently, the method is not truly meshless.
In addition, accurate computation of domain integrals by the mentioned method
in complicated domains is a time consuming task [Khosravifard and Hematiyan
(2010a)]. In this paper, the above-mentioned domain integrals are evaluated with a
meshless integration technique, namely the Cartesian transformation method (CTM)
[Hematiyan (2007); Hematiyan (2008)].

3.3 The CTM for evaluation of domain integrals in the meshless IRPIM

For the numerical analysis of both the nonlinear heat conduction and the solidifica-
tion problems by the mesh-free methods, a large number of domain integrals should
be evaluated. Such domain integrals should be evaluated in every iteration of each
time step of the numerical analysis. As a result, the fast and accurate evaluation of
such domain integrals is a crucial task in the overall performance of the mesh-free
methods [Khosravifard, Hematiyan and Marin (2011)]. In addition, if the formula-
tion of the mesh-free method used for the analysis of the problem is based on the
global weak-form, the domain integrals should be evaluated over the entire problem
domain. Consequently, utilization of a meshless integration technique for compu-
tation of domain integrals of the mesh-free methods can be very attractive. In this
paper, the CTM is used for evaluation of domain integrals in the formulation of the
inverse problem. In this way, the overall efficiency of the method is improved. Bui
et al. have found the CTM highly appropriate for the evaluation of domain integrals
in mesh-free methods [Bui, Nguyen, and Zhang (2011)].

According to the CTM procedures, a domain integral can be evaluated by the
dot product of two vectors containing the values of the CTM integration weights
and the values of the integrand at the CTM integration points [Khosravifard and
Hematiyan (2010a)]:

I =
∫

Ω

f (x)dΩ≈
N

∑
i=1

WCT M
i × f (xi) = WCT M ·F, (25)

where, N is the total number of CTM integration points in the domain, WCT M
i is

the CTM integration weight associated with the ith integration point, located at
xi. Detailed explanations on the methods for computation of the CTM integration
weights and points can be found in [Khosravifard and Hematiyan (2010a)].
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As an example, the evaluation of the mass matrix in Eq. (22) by the CTM is as
follows:

Mi j =
N

∑
l=1

W 2D
l
(
Rl×Cl×Si,l×S j,l

)
, (26)

where, Rl and Cl are the values of the density and specific heat of the material at the
lth CTM integration point repectively, and Si,l is the value of RPIM shape function
at the lth CTM integration point. Similar expressions for Eqs. (23) and (24) can
be found in [Khosravifard and Hematiyan (2010b); Khosravifard, Hematiyan, and
Marin (2011)].

4 Numerical examples

To study the effectiveness of the proposed method, three example problems are
analyzed. In the first example, a physically feasible motion of the solid-liquid
interface is considered, and the corresponding history of heat flux on the fixed
boundary is obtained. In the second and third examples, freezing front motions
which violate the governing equations, and therefore are not physically possible,
are selected. In each case, a heat flux history that results in an interface motion that
best matches the desired freezing front motion is obtained.

4.1 Example 1: A unidirectional solidification problem, with varying interface
velocity

In this example, solidification of a casting in a long and narrow mold with a vary-
ing front velocity is simulated and designed. The problem geometry and boundary
conditions are shown in Fig. 2 (a). Fig. 2(b) depicts the nodal distribution used
in the meshless IRPIM. The design objective of this example is to achieve a uni-
directional motion of the freezing front, parallel to the line AB, by computation of
an optimal value for the heat flux on the boundary line AB. It is required that the
velocity of the solidification front vary uniformly from 10−4 m/s at the beginning of
the process to 5×10−4 m/s when the whole casting is solidified. It is also required
that the whole solidification process takes place in 300 seconds. The material prop-
erties of the casting are k =240 W/m˚C, c=950 J/kg˚C, ρ=2700 kg/m3, and L=397
kJ/kg. Both the melting and initial temperatures of the casting are 660 ˚C.

The inverse problem is analyzed once by considering 5 time steps (∆t = 60 s) and
once by 10 time steps (∆t = 30 s), and the results are compared. 15 sampling points
are selected on the moving boundary, and 6 points are selected on the boundary line
AB for the sake of computation of the required heat flux. It should be stated that as
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Figure 2: Configuration of example 1: (a) the geometry and boundary conditions;
(b) the nodal arrangement of the meshless IRPIM

the moving front gets further away from the fixed boundary line AB, the control of
the front motion by application of heat flux on the boundary becomes more difficult.

The numerical solutions are performed with the meshless IRPIM [Khosravifard and
Hematiyan (2010b); Khosravifard, Hematiyan, and Marin (2011)]. The obtained
values for the average heat flux output from the boundary line AB is given in Tab.
1. The results presented in this table are obtained without performing the secondary
regularization. From the results given in this table for the case with 10 time steps,
it can be inferred that some temporal oscillations in the results are present. In this
table, by tend we mean the time at the end of each time step.

Table 1: The average value of heat flux (KW/m2) on the boundary line AB, example
1.

tend 30 60 90 120 150 180 210 240 270 300
5 steps 159 159 214 214 354 354 503 503 677 677
10 steps 145 178 182 250 355 364 529 504 717 711

Fig. 3, depicts the location of the freezing front at various instances of time, as
obtained by applying the computed values of the heat flux at the boundary line AB.
To obtain the designed front position, a direct enthalpy-based solidification analysis
is performed by ANSYS with a fine mesh.

In order to damp the temporal oscillations in the results, a secondary regularization
is performed. To visualize the effect of this regularization in reduction of oscilla-
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tions in the computed heat flux, the results obtained with and without regularization
are depicted in Fig. 4.

 
Figure 3: The solid-liquid interface position obtained by the present method, ex-
ample 1

By performing a direct solidification analysis based on the computed values of the
heat flux, the position of the solidification front at discrete instances of time is
computed. These locations that correspond to the fluxes reported in Fig. 4 are
presented in Tab. 2. In this table, y1 and y2 denote the positions of the solidification
front computed by a direct analysis based on the heat fluxes obtained with and
without secondary regularization. It can be seen that utilization of the secondary
regularization, even improves the ability of the inverse analysis in computation of
heat fluxes that results in the desired motion of the solidification front.

As stated earlier, the computational labor of the inverse analysis based on the con-

Table 2: The position of the solidification front, obtained from fluxes with and
without secondary regularization

t (s) 60 120 180 240 300
Desired position (cm) 8.16 6.84 5.04 2.76 0

y1 (with secondary regularization) 8.19 6.93 5.10 2.80 0.18
y2 (without secondary regularization) 8.15 6.98 5.16 2.84 0.17
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Figure 4: Reduction of oscillations in the results by the use of secondary regular-
ization in example 1

cept of pseudo heat source is much less than the inverse analysis based on the
conventional fixed or moving grid techniques. The total computational time for
this example, for the case with ∆t = 60 s is 97 seconds. While the direct analysis
of this example by the meshless IRPIM with the same nodal distribution in a time
interval of 60 seconds, would take about 400 seconds. Considering the point that
in an inverse analysis several direct problems should be solved for the sensitivity
analysis, the amount of time saved by using the pseudo heat source method is sig-
nificant. The computational times reported here are based on developed codes in
MATLAB and run on a PC system with an Intel (R) Core™2 Quad CPU Q9550 @
2.83 GHz and 4.00 GB of RAM.

4.2 Example 2: Design of a continuous casting process

In this example, a continuous casting process is designed. The problem geometry
and boundary conditions are shown in Fig. 5. In this figure, the desired motion of
the solid-liquid interface is shown by the dashed lines. The solid-liquid interface
moves inwards parallel to the fixed boundaries at a constant speed of 5×10−4 m/s.
It should be noted that the desired solidification front motion is physically impos-
sible because of the steep corners. The aim of this example is to find a heat flux
history that results in an interface motion that best matches the desired freezing
front motion.
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Figure 5: The problem specification of example 2

The material properties of the casting arek =34 W/m˚C, c=475 J/kg˚C, ρ=7800
kg/m3, and L=271 kJ/kg. Both the melting and initial temperatures of the casting
are 1450 ˚C.

In this example, one can make use of the existing symmetry of the problem, and
only one eighth of the geometry can be modeled. The geometrical model of the nu-
merical method, along with the nodal distribution of the meshless IRPIM is shown
in Fig. 6.

 
Figure 6: The geometrical model and nodal distribution of the numerical method



Inverse Analysis of Solidification Problems 201

For the inverse analysis of this example, 5 time steps are used, and the values of
the heat fluxes are computed at the beginning of each time step. Also, six points
on the boundary line AB (Fig. 6) are chosen, at which the values of heat flux are
computed. Fig. 7, depicts the computed values of the heat flux on the boundary
line AB at various instances of time.

 
Figure 7: Heat flux on the boundary line AB at various instances of time, example
2

Fig. 8 depicts the location of the freezing front at various instances of time, as
obtained by applying the computed values of the heat flux at the boundary line
AB. To obtain the estimated front position, a direct enthalpy-based solidification
analysis is performed by ANSYS.

4.3 Example 3: Inverse Design of a directional solidification problem

In this example, a directional casting process is designed. The problem geometry
and boundary conditions are shown in Fig. 9. In this figure, the desired motion of
the solid-liquid interface is shown by the dashed lines. The dashed lines represent
the desired position of the solidification front in intervals of 20 seconds. In this
example, the solidification front makes an angle with the boundary line AB, and
this angle increases with time.

In this example, the desired solidification front which is also contour of T = Tm is
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Figure 8: The solid-liquid interface position obtained by the present method, ex-
ample 2

 
Figure 9: The geometry and boundary conditions of example 3

not perpendicular to the insulated boundaries. Consequently, the desired motion of
the solidification front is not physically possible. By the inverse analysis of this
example, a distribution of heat flux history on boundary line AB that would result
in a front motion that best matches the desired motion will be obtained.

The material properties of the casting arek =35 W/m˚C, c=450 J/kg˚C, ρ=7800
kg/m3, and L=271 kJ/kg. Both the melting and initial temperatures of the casting
are 1406 ˚C.

To investigate the effect of the number of nodes of the meshless method on the
accuracy of the results, three nodal distributions are selected and the problem is
solved with each distribution. These nodal distributions of the meshless IRPIM are
shown in Fig. 10.

Using the nodal distributions shown in Fig. 10, the optimum value of heat flux
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Figure 10: Nodal distributions of the meshless IRPIM, example 3

on the boundary line AB for each case is obtained. Based on the obtained values
of the heat flux and a direct analysis performed by ANSYS with a fine mesh, the
position of the solidification front for each case is obtained. The position of the
solidification front for each case in comparison with the desired position is plotted
in Fig. 11. This figure shows that as the number of nodes in the numerical method
increases, the estimated position of the solidification front gets closer to the desired
one. However, even for the case with a small number of nodes, the results are
acceptable. This means that in the present method, with a small computational
labor, a fairly acceptable distribution of heat flux can be obtained.

 
Figure 11: The solid-liquid interface position obtained by the present method, ex-
ample 3

Although all the three nodal distributions of the meshless method yield acceptable
results for the position of the solidification front, as the number of nodes increases,
the oscillations of the heat flux decrease. Figs. 12, 13, and 14 depicts the variation
of heat flux on the boundary line AB for the cases with 24, 66, and 231 nodes,
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Figure 12: Heat flux on the boundary line AB, obtained by 24 node

 
Figure 13: Heat flux on the boundary line AB, obtained by 66 nodes
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Figure 14: Heat flux on the boundary line AB, obtained by 231 nodes

respectively.

5 Conclusion

Based on the concept of pseudo heat source method and the use of an improved
meshless RPIM, a procedure for optimal calculation of heat fluxes in solidification
processes was presented. The presented method, converts an inverse solidification
problem into a much simpler inverse heat conduction problem. As a result, the
computational cost of the presented procedure is much lower than other inverse
solidification methods. Sequential and secondary regularizations are performed to
damp the oscillations. Three examples were presented that demonstrate the useful-
ness of the presented technique. By the numerical examples, it was concluded that
increasing the number of nodes in the meshless method, results in smoother heat
fluxes.
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