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Three Dimensional Acoustic Shape Sensitivity Analysis by
Means of Adjoint Variable Method and Fast Multipole

Boundary Element Approach

C.J. Zheng1, H.B. Chen1, T. Matsumoto2 and T. Takahashi2

Abstract: A fast multipole boundary element approach to the shape sensitivity
analysis of three dimensional acoustic wave problems is developed in this study
based on the adjoint variable method. The concept of material derivative is em-
ployed in the derivation. The Burton-Miller formula which is a linear combination
of the conventional and normal derivative boundary integral equations is adopted
to cope with the non-uniqueness problem when solving exterior acoustic wave
problems. Constant elements are used to discretize the boundary surface so that
the strongly- and hyper-singular boundary integrals contained in the formulations
can be evaluated explicitly and the numerical process can be performed efficiently.
Numerical examples are given to demonstrate the accuracy and efficiency of the
present algorithm.

Keywords: Acoustic shape sensitivity analysis, adjoint variable method, bound-
ary element method, fast multipole method, Burton-Miller formula.

1 Introduction

The boundary element method (BEM), which emerged as a powerful alternative to
the finite element method (FEM), has been widely applied to the acoustic predic-
tion problems as it involves only surface discretization and solves exterior problems
naturally. In many engineering applications, however, the prediction of the acous-
tic field using a technique such as the BEM constitutes only one step of an analysis
process. It is often required to search for a configuration which can optimize the
acoustic performance of the structure under consideration. In the shape optimiza-
tion, we usually measure the acoustic performance using certain objective functions
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and then attempt to find the extrema of these functions by changing the shape of
the structure. The usual shape optimization algorithms can be classified into the
gradient-based and gradient-free methods. In many cases the gradient-based meth-
ods are more efficient than the gradient-free methods if we can calculate the sen-
sitivities of the objective functions efficiently [Udawalpola (2010)]. However, the
calculation of sensitivities is usually very time-consuming and the accuracy of the
evaluated sensitivities to a great extent affect the convergence of the gradient-based
methods. Thus, the most crucial step in the gradient-based methods is to calculate
the sensitivities of the objective functions accurately and efficiently.

Traditionally, the sensitivity formulations can be classified into two approaches:
the direct differentiation method and the adjoint variable method [Kim and Dong
(2006)]. The former calculates the sensitivities of state variables, e.g., by a sensitiv-
ity boundary integral equation, and then utilizes the chain rule of differentiation to
evaluate the sensitivities of the objective functions. The latter, however, avoids cal-
culating the sensitivities of state variables by introducing some adjoint problems.
As for the acoustic boundary element sensitivity analysis discussed in this paper,
the basic idea of the adjoint variable method is to avoid calculating the unknown
sensitivity of sound pressure or particle velocity on the boundary or within the do-
main, as it needs to be calculated for each design variable in the direct differentia-
tion method. As the computational cost of adjoint variable method does not depend
on the number of design variables but on the number of objective functions, the
adjoint variable method is often advantageous to use when there are large number
of design variables, but relatively few objective functions [Udawalpola (2010)].

Much work has been presented for the acoustic boundary element shape sensi-
tivity analysis based on the direct differentiation method. For instance, Smith and
Bernhard (1992) proposed a semi-analytical boundary element sensitivity approach
and resolved the well-known non-uniqueness problem by using the CHIEF method
[Schenck (1968)]. Matsumoto, Tanaka, and Yamada (1995) and Koo, Ih, and Lee
(1998) presented two different analytical sensitivity boundary integral equations
with respect to the shape design variables. Arai, Tanaka, and Matsumoto (2007b)
derived an analytical shape sensitivity equation based on a modified Burton-Miller
formula [Arai, Tanaka, and Matsumoto (2007a)]. However, compared with the
direct differentiation method, there are fewer publications on the adjoint variable
method in the field of acoustic shape sensitivity analysis. Kim and Dong (2006)
proposed a shape design sensitivity method for structural-acoustic problems based
on sequential finite element and boundary element methods, where they obtained
the adjoint equations directly from the discretized Helmholtz integral equation.
Thus, their method can be termed as a discrete adjoint variable method, where
the sensitivity of the coefficient matrix of the discretized Helmholtz integral equa-



Three Dimensional Acoustic Shape Sensitivity Analysis 3

tion is still required. Zhang, Bi, Chen, and Chen (2009) developed another adjoint
variable method for structural-acoustic sensitivity analyses based on a wave super-
position approach, but not the BEM, so as to eliminate the restrictions in the BEM
such as singular integrals. Udawalpola, Wadbro, and Berggren (2011) presented
an algorithm to optimize a variable mouth acoustic horn where the adjoint variable
method is employed to provide the sensitivities.

The most distinctive feature of the BEM is that it only requires discretization of the
surface rather than the volume, so that the BEM seems more efficient than domain
methods such as the FEM at first glance. However, the conventional BEM pro-
duces a full and non-symmetric coefficient matrix which leads to increased compu-
tational cost in comparison with domain methods. This well-known obstacle had
stood in the way of BEM for large-scale applications for several decades. As for a
problem with N degrees of freedom, a direct solver such as the Gauss elimination
requires the storage of O(N2) and the cost of O(N3). Use of iterative solvers, such
as the GMRES [Saad and Schultz (1986)], does not reduce the storage require-
ments but can reduce the cost to O(MN2), where M is the number of iterations
and O(N2) per iteration cost arising from the full matrix-vector product. This is
still quite expensive for large-scale problems. In order to further improve the effi-
ciency and reduce the storage requirements of the BEM with iterative solvers, vari-
ous acceleration techniques, such as the fast multipole method (FMM) [Greengard
and Rokhlin (1987)], the fast wavelet transforms [Beylkin, Coifman, and Rokhlin
(1991)], the precorrected-FFT [Phillips and White (1997)] and the H -matrices
[Hackbusch (1999)], have been proposed to accelerate the matrix-vector product.
Among these methods, the FMM seems to be the most widely accepted methods in
the fast BEM community. Moreover, it has also been acclaimed as one of the top ten
algorithms of the 20th century [Cipra (2000)]. It allows the matrix-vector product
to be performed in O(N) operations and reduces the storage requirements to O(N)
as well, for instance, for potential problems or low-frequency acoustic problems
[Nishimura (2002)]. It was first introduced by Greengard and Rokhlin [Green-
gard and Rokhlin (1987)] and then intensively studied and extended to the solu-
tion of problems arising from the Laplace, Helmholtz, Maxwell, and other equa-
tions [Coifman, Rokhlin, and Wandzura (1993); Rokhlin (1993); Epton and Dem-
bart (1995); Rahola (1996); Greengard and Rokhlin (1997); Song, Lu, and Chew
(1997); Gyure and Stalzer (1998); Cheng, Greengard, and Rokhlin (1999); Yoshida,
Nishimura, and Kobayashi (2001); Darve and Havé (2004); Cheng, Crutchfield,
Gimbutas, Greengard, Ethridge, Huang, Rokhlin, Yarvin, and Zhao (2006); Shen
and Liu (2007a,b); Otani and Nishimura (2008); Gumerov and Duraiswami (2009);
Wolf and Lele (2010)]. A comprehensive review can be found in [Nishimura
(2002)].
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This paper proposes a large-scale shape sensitivity analysis algorithm for three di-
mensional acoustic wave problems using the adjoint variable technique and the fast
multipole boundary element approach. The concept of material derivative [Haug,
Choi, and Komkov (1986)] is employed in the derivation, and the adjoint equations
are derived in continuous forms so that the sensitivity of the coefficient matrix
of the discretized Helmholtz integral equation is not required. The Burton-Miller
formula [Burton and Miller (1971)] is used to tackle the non-uniqueness problem
when solving exterior acoustic wave problems. Although the normal derivative
boundary integral equation (NDBIE) is a hypersingular type involving a double
normal derivative of the fundamental solution, such hypersingular terms can be
evaluated explicitly and directly when constant elements are employed to discretize
the boundary [Matsumoto, Zheng, Harada, and Takahashi (2010)].

2 Formulations

The propagation of time-harmonic acoustic waves in a homogeneous and isotropic
acoustic medium can be described by the following Helmholtz equation:

∇
2u(x)+ k2u(x) = 0, x ∈Ω (1)

where ∇2 is the Laplace operator, u(x) the sound pressure at x, k = ω/c the wave
number, ω the angular frequency, c the sound speed and Ω the infinite domain
exterior to or the finite domain interior to a closed surface Γ.

Boundary conditions on Γ (Γ = Γu +Γq +Γz) are given as

u(x) = ū(x), on Γu (2)

q(x) =
∂u
∂n

(x) = iρω v̄(x), on Γq (3)

u(x) = zv(x), on Γz (4)

where n(x) denotes the unit outward normal to the boundary at x, i the imaginary
unit, ρ the density of the medium, v(x) the normal velocity and z the acoustic
impedance. The barred quantities indicate prescribed values on the boundary. As
for exterior acoustic wave problems, the sound pressure at infinity must also satisfy
the Sommerfeld radiation condition which ensures that all scattered and radiated
waves are outgoing [Sommerfeld (1949)].

2.1 Acoustic boundary element analysis

The integral representation of the Helmholtz equation is

C(x)u(x)+−
∫

Γ

q∗(x,y)u(y)dΓ(y) =
∫

Γ

u∗(x,y)q(y)dΓ(y) (5)
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where x is the collocation point, y the source point. The symbol −
∫

denotes that
the integral is evaluated in the sense of Cauchy principal value. The coefficient
C(x) = 1, 1/2or0 when x is inside the domain, on the smooth boundary or outside
the domain. It should be noted that if Γ is not smooth at x, i.e., the tangent to Γ at x
is non-unique, C(x) has to be calculated specially [Ciskowski and Brebbia (1991)].
u∗(x,y) is the fundamental solution, for three dimensional acoustic wave problems,
given as

u∗(x,y) =
eikr

4πr
, with r = |y− x| (6)

and q∗(x,y) is the normal derivative of u∗(x,y), i.e.,

q∗(x,y) =− eikr

4πr2 (1− ikr)
∂ r

∂n(y)
(7)

Eq. 5, usually referred to as the conventional boundary integral equation (CBIE),
can be employed to calculate the unknown state values on the boundary. For in-
stance, if the normal velocity is given on the boundary Γ, the sound pressure on
Γ can be computed via Eq. 5. However, Eq. 5 does not always possess unique
solutions for exterior acoustic wave problems [Schenck (1968)]. This is not a
physical breakdown, but just arises from the drawback of the boundary integral
equation for solving exterior wave propagation problems. Over the past decades,
several strategies have been proposed to tackle this non-uniqueness problem. The
combined Helmholtz integral equation formulation (CHIEF) presented by Schenck
(1968) and the Burton-Miller formula proposed by Burton and Miller (1971) are
by far the two most popular approaches. The Burton-Miller formula which is a
linear combination of the CBIE and NDBIE, however, is more rigorous to conquer
the non-uniqueness than the CHIEF, especially in the high frequency range [Amini
and Harris (1990)]. Hence, the Burton-Miller formula is adopted in this study.

Taking the directional derivative of Eq. 5 in the direction n(x) gives the following
NDBIE:

C(x)q(x)+=
∫

Γ

q̃∗(x,y)u(y)dΓ(y) =−
∫

Γ

ũ∗(x,y)q(y)dΓ(y) (8)

where the symbol =
∫

indicates that the integration is carried out in the sense of
Hadamard finite part of the divergent integral, and (̃ ) = ∂ ()/∂n(x), i.e.,

ũ∗(x,y) =− eikr

4πr2 (1− ikr)
∂ r

∂n(x)
(9)

q̃∗(x,y) =
eikr

4πr3

[
(3−3ikr− k2r2)

∂ r
∂n(x)

∂ r
∂n(y)

+(1− ikr)ni(x)ni(y)
]

(10)
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In Eq. 10, ni is the cartesian component of the vector n(x) or n(y). Einstein’s sum-
mation convention is used throughout the paper, so repeated indices imply summa-
tion over their range.

The linear combination of the CBIE and NDBIE can be written as

C(x)u(x)+−
∫

Γ

q∗(x,y)u(y)dΓ(y)+α=
∫

Γ

q̃∗(x,y)u(y)dΓ(y)

=−αC(x)q(x)+
∫

Γ

u∗(x,y)q(y)dΓ(y)+α−
∫

Γ

ũ∗(x,y)q(y)dΓ(y) (11)

where α is the coupling constant that can be chosen as i/k [Kress (1985)]. Usually,
the above equation is referred to as the Burton-Miller formula.

Discretizing Eq. 11, collecting the equations for all collocation points and express-
ing them in matrix form result in the following linear algebraic equations:

[H]{u}= [G]{q} (12)

Rearranging Eq. 12, that is moving all the unknown terms to the left-hand side and
all the known terms to the right-hand side according to the boundary conditions,
gives the following system of linear equations:

[A]{ψ}= [B]{φ} (13)

where {ψ} and {φ} are the unknown and known vectors, respectively; [A] and [B]
are the coefficient matrices corresponding to them. Eq. 13 can now be solved and
all the unknown boundary state values are then obtained. Once this has been done,
one can calculate the sound pressure u(x) at any point x inside the domain by using
Eq. 5 with the coefficient C(x) = 1.

The strongly- and hyper-singular boundary integrals are found in Eq. 11. In order to
evaluate them accurately, various singularity subtraction techniques have been pro-
posed in the literature [Chien, Rajiyah, and Atluri (1990); Liu and Rizzo (1992);
Tanaka, Sladek, and Sladek (1994); Hwang (1997); Yan, Hung, and Zheng (2003);
Qian, Han, and Atluri (2004); Qian, Han, Ufimtsev, and Atluri (2004); Chen, Fu,
and Zhang (2007); Li and Huang (2010)]. But most of these techniques are still
cumbersome and sometimes time-consuming to use, especially in the FMBEM ap-
proach. For instance, when the formula is regularized by using the fundamental
solution of Laplace’s equation, multipole expansion formulas and other transla-
tion formulas have to be implemented not only for the fundamental solution and
its derivatives of the Helmholtz equation but also for those of Laplace’s equation.
However, because constant elements are employed to discretize the boundary in this
study, the strongly- and hyper-singular boundary integrals can be evaluated directly
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and the derived formula is more efficient to use in the FMBEM. According to our
previous work [Matsumoto, Zheng, Harada, and Takahashi (2010)], we have the
non-singular version of Eq. 11 for the constant element discretization as follows:

1
2

u(x)+
∫

Γ\Γx

q∗(x,y)u(y)dΓ(y)+α

∫
Γ\Γx

q̃∗(x,y)u(y)dΓ(y)

=−α

2
q(x)+

∫
Γ\Γx

u∗(x,y)q(y)dΓ(y)+α

∫
Γ\Γx

ũ∗(x,y)q(y)dΓ(y)

+
i

2k

(
1−

∫ 2π

0

eikR

2π
dθ

)
q(x)−α

(
ik
2
−
∫ 2π

0

eikR

4πR
dθ

)
u(x) (14)

where Γ\Γx denotes the boundary Γ excluding Γx the element in which the collo-
cation point x exists, R = R(θ) the distance from x to the peripheral of the elment.

2.2 Acoustic shape sensitivity analysis

The main purpose of this study is to evaluate the first-order sensitivity of an acoustic
objective function accurately and efficiently. Without loss of generality, we define
the objective function J in an arbitrary form as follows:

J =
∫

Γ

g(u,q)dΓ+
∫

Ω

h(u)dΩ (15)

where g is a function of sound pressure and its normal derivative on the boundary,
and h a function of sound pressure inside the domain.

The first-order sensitivity of the objective function can be obtained by taking the
material derivative of Eq. 15 with respect to an arbitrary design variable as follows:

.
J =

∫
Γ

.
g(u,q)dΓ+

∫
Γ

g(u,q)
.

dΓ+
∫

Ω

.
h(u)dΩ+

∫
Ω

h(u)
.

dΩ (16)

where the upper dot
.
() denotes the material derivative with respect to the design

variable. According to [Haug, Choi, and Komkov (1986); Arora (1993); Bur-
czyński, Kane, and Balakrishna (1995)], the total material derivatives of the surface
and domain element are respectively given by

.
dΓ = (

.
xi,i−

.
xi, jnin j)dΓ (17)

.
dΩ =

.
xi,i dΩ (18)

where an index after a comma denotes the partial derivative with respect to the
coordinate component, e.g.,

.
xi, j = ∂

.
xi/∂x j.
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Furthermore, the material derivatives of g and h can be obtained by the chain rule
of differentiation as follows:

.
g(u,q) =

∂g
∂u

.
u+

∂g
∂q

.
q (19)

.
h(u) =

∂h
∂u

.
u (20)

Thus, in order to evaluate
.
J, it seems essential to know all values of

.
u and

.
q on the

boundary and also
.
u at any desired part within the domain. The unknown sensitiv-

ity values of state variables can be calculated in the direct differentiation method.
However, since an additional boundary value problem for each design variable is
required in the direct differentiation method, when the number of design variables
is larger than that of objective functions, the direct differentiation method is found
to be less efficient than the adjoint variable method [Udawalpola (2010)]. In the
adjoint variable method, the unknown values of

.
u and

.
q are eliminated from the

sensitivity equations of the objective functions by introducing certain adjoint prob-
lems corresponding to the objective functions, but not the design variables. The-
oretical fundamentals of the adjoint variable method have been well presented by
Haug, Choi, and Komkov (1986).

In order to eliminate the unknown sensitivities of state variables in the sensitivity
equation of J, a constraint condition is added to the objective function J to form an
augmented function as follows:

Ĵ = J +R =
∫

Γ

g(u,q)dΓ+
∫

Ω

h(u)dΩ+
∫

Ω

λ (x)[∇2u(x)+ k2u(x)]dΩ (21)

Because the equation ∇2u(x) + k2u(x) = 0 is always satisfied within the domain
Ω, the added term does not have any affection to the original function J, i.e., Ĵ is
actually identical to J. According to the derivation presented in the appendix, we
obtain the material derivative of Ĵ as follows:

.
Ĵ =

∫
Γ

(
∂g
∂u
− ∂λ

∂n

) .
udΓ+

∫
Γ

(
∂g
∂q

+λ

) .
qdΓ

+
∫

Γ

(
λ, jq+

∂λ

∂n
u, j−λ,iu,in j + k2

λun j

) .
x j dΓ

+
∫

Γ

(g(u,q)+λq)
.

dΓ+
∫

Ω

(
λ,ii + k2

λ +
∂h
∂u

) .
udΩ

−
∫

Ω

(λ,ii + k2
λ )u, j

.
x j dΩ+

∫
Ω

h(u)
.

dΩ (22)
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Then, if we define the adjoint equation as

∇
2
λ (x)+ k2

λ (x)+
∂h
∂u

= 0, x ∈Ω (23)

with the following boundary conditions:

∂λ

∂n
(x) =

∂g
∂u

, x ∈ Γq (24)

λ (x) =−∂g
∂q

, x ∈ Γu (25)

Eq. 22 turns into

.
Ĵ =

∫
Γu

(
∂g
∂u
− ∂λ

∂n

) .
udΓ+

∫
Γq

(
∂g
∂q

+λ

) .
qdΓ

+
∫

Γ

(
λ, jq+

∂λ

∂n
u, j−λ,iu,in j + k2

λun j

) .
x j dΓ

+
∫

Γ

(g(u,q)+λq)
.

dΓ+
∫

Ω

∂h
∂ p

u, j
.
x j dΩ+

∫
Ω

h(u)
.

dΩ (26)

Also, we have∫
Ω

∂h
∂u

u, j
.
x j dΩ+

∫
Ω

h(u)
.

dΩ =
∫

Ω

(
h
.
x j
)
, j dΩ =

∫
Γ

h
.
x jn j dΓ (27)

Substituting Eq. 27 into Eq. 26, and considering h defined within the domain Ω, we
obtain

.
Ĵ =

∫
Γu

(
∂g
∂u
− ∂λ

∂n

) .
udΓ+

∫
Γq

(
∂g
∂q

+λ

) .
qdΓ

+
∫

Γ

(
λ, jq+

∂λ

∂n
u, j−λ,iu,in j + k2

λun j

) .
x j dΓ

+
∫

Γ

(g(u,q)+λq)
.

dΓ+
∫

Γ

h
.
x jn j dΓ (28)

Finally, the unknown sensitivity values of state variables on the boundary and
within the domain are eliminated from Eq. 28 to compute the sensitivity of the ob-
jective function. However, it is noted that the boundary gradients of sound pressure
u and adjoint solution λ are introduced in the above sensitivity equation. As the
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BEM is employed in this study, the gradients for sound pressure can be calculated
by the following boundary integral equation:

C(x)
∂u(x)

∂xi
+=
∫

Γ

∂q∗(x,y)
∂xi

u(y)dΓ =−
∫

Γ

∂u∗(x,y)
∂xi

q(y)dΓ (29)

When the constant element discretization is used, we can obtain the non-singular
version of Eq. 29 as follows:

1
2

∂u(x)
∂xi

+
∫

Γ\Γx

∂q∗(x,y)
∂xi

u(y)dΓ =
∫

Γ\Γx

∂u∗(x,y)
∂xi

q(y)dΓ

−
(

ik
2
−
∫ 2π

0

eikR

4πR
dθ

)
u(x)ni(x)+

1
4π

q(x)
∫ 2π

0

∂ r
∂yi

(F(kR)− eikR)dθ (30)

where F(x) = Ci(x) + iSi(x), and Ci(x) and Si(x) are cosine and sine integrals
defined as

Ci(x) =−
∫

∞

x

cos t
t

dt (31)

Si(x) =
∫ x

0

sin t
t

dt (32)

From Eqs. 23, 24 and 25, it is noticed that the adjoint problem is analogous to the
primary acoustic prediction problem, but with different boundary conditions and
source term. So, the boundary integral equations and the solution procedures for
the adjoint solution are very similar to those for acoustic state variables. Never-
theless, because of the source term contained in Eq. 23, we now need to carry out
integrals in the domain as well as on the boundary when solving the boundary in-
tegral equations for adjoint solution. A great deal of research effort has been done
to transform the domain integrals into equivalent boundary integrals so as to keep
the “boundary only” nature of the BEM. The most important of these techniques
are the Multiple Reciprocity Method [Nowak (1989)] and the Dual Reciprocity
Method [Partridge, Brebbia, and Wrobel (1991)]. However, as the acoustic states
at some separate observation points within the domain are usually used to represent
the acoustic performance of the structure in the actual analysis, the source term
consists of some concentrated sources which can be handled easily in the BEM
[Brebbia and Dominguez (1989)]. Thus, we only present the formulations for the
computation of acoustic state variables here, which can be extended easily to the
calculation of the adjoint solution.
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3 Wideband Fast Multipole Method

The formulations required in the wideband FMM approach are listed in this section.
Although most of them can be found elsewhere [Rokhlin (1993); Epton and Dem-
bart (1995); Rahola (1996); Yoshida (2001)], we present them below systematically
in order to employ the wideband FMM approach in our acoustic shape sensitivity
analysis.

The FMM approach to acoustic wave problems in the frequency domain consists
of the low- and high-frequency strategies. The computational cost is proportional
to N in the low-frequency FMM, versus to NlogN in the high-frequency FMM.
However, either of them fails in some way outside its preferred frequency region.
The low-frequency FMM is found to be inefficient for high-frequency problems,
while the high-frequency FMM is known to be unstable for low-frequency prob-
lems [Nishimura (2002)]. In each case, the difficulty is fundamental and cannot
be overcome by simple expedients such as scaling, etc [Cheng, Greengard, and
Rokhlin (1999)]. Thus, the wideband version which is accurate and efficient for
any frequency seems necessary. It unifies the FMMs for low and high frequencies
and switches between them depending on the level in the tree structure.

In order to apply the FMM approach, the fundamental solution of the Helmholtz
equation should be expanded into a suitable form. The wideband FMM employed
in this study uses a serious expansion formula of the fundamental solution in the
low-frequency region and a plane wave expansion formula in the high-frequency
region. In the low-frequency region, the fundamental solution is expanded into the
following series around an expansion point O near y:

u∗(x,y) =
ik
4π

∞

∑
n=0

n

∑
m=−n

(2n+1)Īm
n (k,
−→
Oy)Om

n (k,
−→
Ox), |−→Ox|> |−→Oy| (33)

where Im
n and Om

n are defined as

Im
n (k,−→a ) = jn(kr)Y m

n (θ ,φ) (34)

Om
n (k,−→a ) = h(1)

n (kr)Y m
n (θ ,φ) (35)

and Īm
n is the complex conjugate of Im

n , jn and h(1)
n the n-th order spherical Bessel

and Hankel functions of the first kind, Y m
n the spherical harmonics defined as

Y m
n (θ ,φ) =

√
(n−m)!
(n+m)!

Pm
n (cosθ)eimφ (36)
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where Pm
n stand for the associated Legendre functions; r, θ and φ represent the

three spherical coordinates of some vector −→a , such as
−→
Ox or

−→
Oy, for instance.

The plane wave expansion formula of the fundamental solution is written as fol-
lows:

u∗(x,y) =
ik

16π2

∫
S

eikk̂·
−→
x′x T (k, k̂,

−→
Ox′)e−ikk̂·−→Oy dS (37)

where O and x′ are points near y and x, the integration is taken over the unit sphere
S, k̂ stands for the outward unit vector on S, and the diagonal translation function
T is given by

T (k, k̂,
−→
Ox′) =

∞

∑
n=0

in(2n+1)h(1)
n (k|

−→
Ox′|)Pn

(
k̂ ·
−→
Ox′

|
−→
Ox′|

)
(38)

where Pn denote the Legendre polynomials.

Using Eq. 33 and 37, one can write the boundary integrals over a boundary element
Γ j which is far away from the collocation point x as follows:

H i ju j

Gi jq j

}
=

ik
4π

∞

∑
n=0

n

∑
m=−n

(2n+1)Mm
n (k,
−→
Oy j)

(
Om

n (k,
−→
Ox)+α

∂Om
n (k,
−→
Ox)

∂n(x)

)
(39)

and

H i ju j

Gi jq j

}
=

ik
16π2

∫
S
(1+αikk̂ ·n(x))eikk̂·

−→
x′x T (k, k̂,

−→
Ox′)F(k, k̂,

−→
Oy j)dS (40)

where y j is a source point on Γ j; Mm
n (k,
−→
Oy j) and F(k, k̂,

−→
Oy j), defined in the fol-

lowing, are multipole moments of low- and high-frequency FMM approaches, re-
spectively.

Mm
n (k,
−→
Oy j) =


∫

Γ j

∂ Īm
n (k,
−→
Oy)

∂n(y)
u j dΓ(y), for H i ju j,

∫
Γ j

Īm
n (k,
−→
Oy)q j dΓ(y), for Gi jq j

(41)

and

F(k, k̂,
−→
Oy j) =


∫

Γ j

−ikk̂ ·n(y)e−ikk̂·−→Oyu j dΓ(y), for H i ju j,

∫
Γ j

e−ikk̂·−→Oyq j dΓ(y), for Gi jq j
(42)
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Moments of a group of ` source elements that are close to O, exactly speaking, all
elements in the same leaf cell defined in the next section and centered at O, can be
added up together to form the moments of the leaf cell:

Mm
n (k,O) =

`

∑
j=1

Mm
n (k,
−→
Oy j) (43)

and

F(k, k̂,O) =
`

∑
j=1

F(k, k̂,
−→
Oy j) (44)

The M2M (Moments to Moments), M2L (Moments to Local expansion) and L2L
(Local expansion to Local expansion) translation formulas for the low-frequency
FMM approach are given as

Mm
n (k,O′) =

∞

∑
n′=0

n′

∑
m′=−n′

∑
l∈L (n,n′,m,m′)

(2n′+1)(−1)m′Wn,n′,m,m′,l

× I−m−m′
l (k,

−−→
O′O)M−m′

n′ (k,O) (45)

Lm
n (k,x′) =

∞

∑
n′=0

n′

∑
m′=−n′

∑
l∈L (n,n′,m,m′)

(2n′+1)(−1)m+m′Wn′,n,m′,m,l

×Om+m′
l (k,

−−→
O′x′)Mm′

n′ (k,O
′) (46)

Lm
n (k,x′′) =

∞

∑
n′=0

n′

∑
m′=−n′

∑
l∈L (n,n′,m,m′)

(2n′+1)(−1)mWn′,n,m′,−m,l

× Im−m′
l (k,

−−→
x′x′′)Lm′

n′ (k,x
′) (47)

where Wn,n′,m,m′,l is given by

Wn,n′,m,m′,l = (2l +1) in
′−n+l

(
n n′ l
0 0 0

)(
n n′ l
m m′ −m−m′

)
(48)

and
(
· · ·
· · ·

)
stands for the Wigner 3j symbol [Abramowitz and Stegun (1972)],

and the set L is defined as

L (n,n′,m,m′) = {l| l ∈ Z, n+n′− l : even, max{|m+m′|, |n−n′|} ≤ l ≤ n+n′}
(49)
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The M2M, M2L and L2L translation formulas for the high-frequency FMM, de-
noted as F2F, F2H and H2H for distinguishing in this paper, are given by

F(k, k̂,O′) = e−ikk̂·
−−→
O′OF(k, k̂,O) (50)

H(k, k̂,x′) = T (k, k̂,
−−→
O′x′)F(k, k̂,O′) (51)

H(k, k̂,x′′) = eikk̂·
−−→
x′x′′H(k, k̂,x′) (52)

Finally, for the group of ` source elements that are close to O and far away from
the collocation point x, ∑

`
j=1 H i ju j or ∑

`
j=1 Gi jq j can be expressed in the form of

expansion using the local expansion coefficients as

`

∑
j=1

H i ju j or
`

∑
j=1

Gi jq j =
ik
4π

∞

∑
n=0

n

∑
m=−n

(2n+1)Lm
n (k,x′′)

×

(
Īm
n (k,
−→
x′′x)+α

∂ Īm
n (k,
−→
x′′x)

∂n(x)

)
(53)

in the low-frequency FMM, and

`

∑
j=1

H i ju j or
`

∑
j=1

Gi jq j =
ik

16π2

∫
S
(1+αikk̂ ·n(x))eikk̂·

−→
x′′xH(k, k̂,x′′)dS (54)

in the high-frequency FMM.

Also, the boundary integrals for gradients can be written in the form of expansion
using the local expansion coefficients as

`

∑
j=1

u j
∫

Γ j

∂q∗

∂xi
dΓ or

`

∑
j=1

q j
∫

Γ j

∂ p∗

∂xi
dΓ =

ik
4π

∞

∑
n=0

n

∑
m=−n

(2n+1)Lm
n (k,x′′)

∂ Īm
n (k,
−→
x′′x)

∂xi

(55)

in the low-frequency FMM, and

`

∑
j=1

u j
∫

Γ j

∂q∗

∂xi
dΓ or

`

∑
j=1

q j
∫

Γ j

∂ p∗

∂xi
dΓ =

ik
16π2

∫
S

ikk̂i eikk̂·
−→
x′′xH(k, k̂,x′′)dS (56)

in the high-frequency FMM.
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In the wideband FMM, we use the following formula (M2F) to convert the low-
frequency moments to the high-frequency moments:

F(k, k̂,O) =
∞

∑
n=0

n

∑
m=−n

(2n+1) i−nY m
n (k̂)Mm

n (k,O) (57)

The local expansion coefficients of the high-frequency FMM can also be converted
to those of the low-frequency FMM by using the following H2L formula:

Lm
n (k,x′) =

in

4π

∫
S
Y m

n (k̂)H(k, k̂,x′)dS (58)

4 FMM algorithm

With all the formulas presented above, we are able to construct the wideband FMM
algorithm for the three dimensional acoustic shape sensitivity analysis based on the
adjoint variable method.

4.1 Preparation

Discretize the boundary surface Γ using boundary elements, for instance, constant
triangular elements in the numerical examples of this paper. Consider a cube en-
closing the whole domain as the cell of level 0, then divide this cell (a parent cell)
into eight equal cubes and call any of the cubes a cell of level 1 (a child cell) if it
contains boundary elements. Keep dividing a cell in this way until the number of
elements in it is less than a specified number and call the childless cell a leaf cell.

Some terms are defined to make the following descriptions clearer. Two cells at
level l are said to be adjacent if they share at least one vertex. If two cells are not
adjacent at level l but their parent cells are adjacent at level l−1, they are said to be
well-separated. The list of all well-separated cells of cell C forms the interaction
list of C. Cells whose parent cells are not adjacent to the parent cell of C are called
far cells of C. The switching level s between the low- and high-frequency FMM
is the level which satisfies ds+1 < D and ds ≥ D (where ds and ds+1 are the edge
lengthes of cells at level s and s + 1, and D the threshold between the low- and
high-frequency FMM).

4.2 Upward pass

Calculate the moments of all cells down from level 2. As for a leaf cell C at level
l, the moments are the summation of moments from all the boundary elements
included in C to the center of C. If l > s, the low-frequency moments are needed,
otherwise the high-frequency moments are needed. As for a non-leaf cell C at level
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l, shift the moments from the center of its child cells to its center by the M2M
translation if l ≥ s, or the F2F translation if l < s, then add up all the translated
moments together to form the moments of C. However, if l = s, the M2F conversion
should be used after the M2M translation to convert the low-frequency moments to
the high-frequency moments.

4.3 Downward pass

Calculate the local expansion coefficients of all cells at all levels with l ≥ 2. The
local expansion coefficients of cell C at level l consist of two parts. One is obtained
from all cells in the interaction list of C by using the M2L translation if l > s or
the F2H translation if l ≤ s; while, the other is obtained from all the far cells of C
by using the L2L translation if l > s or the H2H translation if l ≤ s. However, as
for a cell at level 2, the coefficients are obtained by the M2L or F2H translation
only. In the downward pass, when l = s, the H2L conversion should be used to
convert the local expansion coefficients of the high-frequency FMM to those of the
low-frequency FMM.

4.4 Evaluation of the integrals

Now, evaluate the boundary integrals of all collocation points contained in a leaf
cell C at level l. Firstly, calculate the contributions from all boundary elements in
C and its adjacent cells directly as in the CBEM. Then, compute the contributions
from all the other cells (cells in the interaction list and far cells of C) by shifting
the local expansion coefficients from the center of C to the collocation points. If
l > s, the low-frequency formulas should be used, otherwise, the high-frequency
formulas should be employed. The summation of all these contributions gives the
final value of boundary integrals.

In the case of calculating the matrix and known vector product on the right-hand
side of Eq. 13, the above procedures can provide the final results. However, when
calculating the matrix and unknown vector product on the left-hand side of Eq. 13,
we need to update the unknown vector in the iterative solver, such as the GMRES in
this paper, and then continue at 3.2 for the matrix-vector product until the solution
converges within a given tolerance.

5 Numerical Examples

Numerical examples are employed in this section to show the accuracy and ef-
ficiency of the present algorithm for there dimensional acoustic shape sensitivity
analyses. In all the examples presented below, we define the objective function as
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follows:

J =
∫

Ω

p(x)δ (x− z)dΩ, z ∈Ω (59)

so that,
.
J =

.
p(z) (60)

In this case, the adjoint equation should be defined as

∇
2
λ (x)+ k2

λ (x)+δ (x− z) = 0, x,z ∈Ω (61)

with the following boundary conditions:

∂λ

∂n
(x) = 0, x ∈ Γq (62)

λ (x) = 0, x ∈ Γu (63)

The acoustic medium is assumed to be air with the density of ρ = 1.2 [kg/m3]
and the sound speed of c = 340.0 [m/s]. Constant triangular elements are used
to discretize the boundary surface, for instance as shown in Fig. 1. In the FMM
algorithm, the maximum number of elements contained in a leaf cell is set to 100.
The threshold D between the low- and high-frequency strategies is 0.2λ , where λ

is the acoustic wavelength. The number of truncation terms is determined by the
semi-empirical formula p = kdl + 5ln(kdl + π), where dl is the edge length of the
cells at level l [Song, Lu, and Chew (1997)]. The Gaussian quadrature formula
with 10 integration points is used to evaluate all integrals numerically [Stroud and
Secrest (1966)]. The GMRES solver stops iterations when the residue is below the
tolerance of 10−3. All the computations presented below were done on a desktop
PC with an Intel 2.93GHz Core CPU and 4GB RAM.

5.1 Pulsating sphere example

A pulsating sphere of radius a = 1.0 [m] is selected as the first example in this
section. The analytical pressure sensitivity with respect to a radius change is given
by

∂u(r)
∂a

=
ρcka

r

{
∂vn

∂a
ia

1− ika
+ vn

[
2i+ ka
1− ika

− ka
(1− ika)2

]}
eik(r−a) (64)

where r is the distance from the center of the sphere to the field point of interest
and vn the uniform radial velocity on the surface.
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Figure 1: Mesh discretization of the sphere model (2044 triangular elements)

In the numerical analysis, the radial velocity vn is set to 1.0 [m/s] and its sensitiv-
ity ∂vn/∂a is set to 1.0 [s−1]. Sensitivities of sound pressure at a field point with
r = 6.0[m] are calculated and compared with the analytical solutions for a wave
number range from 0.5 to 5.0. The mesh discretization depicted in Fig. 1 is used to
obtain the numerical results plotted in Figs. 2 and 3. Fig. 2 shows the comparison
of the real part of the results, while Fig. 3 shows the comparison of their imaginary
parts. It can be observed that the numerical results obtained by the present FMBEM
sensitivity approach are very close to those obtained by the conventional method
(CBEM) and also follow the analytical solutions very well. Since the Burton-Miller
BIE formula is employed, the FMBEM sensitivity approach as well as the CBEM
yields unique solutions over the wave number range.

5.2 Oscillating sphere example

Another sphere oscillating with a velocity vz in the direction z is chosen as the sec-
ond example in this section. The radius a is also designated as the design variable
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Figure 2: Comparison of the real part of the solutions of the pulsating sphere ex-
ample

Figure 3: Comparison of the imaginary part of the solutions of the pulsating sphere
example
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and the analytical sensitivity of sound pressure is given as

∂u(r,θ)
∂a

=
iρcka2(1− ikr)

r2

{
∂vz

∂a
a

2−2ika− k2a2

+ vz

[
3− ika

2−2ika− k2a2 +
2ika(1− ika)

(2−2ika− k2a2)2

]}
eik(r−a) cosθ (65)

where r is also the distance from the center of the sphere to the field point of interest
and θ the inclination angle of the field point measured from the z direction.

In the numerical computation, the initial radius a is also set to 1.0[m], the velocity
vz = 1.0[m/s] and its sensitivity ∂vz/∂a = 0. Sound pressure sensitivities versus
wave numbers from 0.5 to 5.0 are calculated at a field point with r = 6.0[m] and
θ = 0. The mesh discretized model depicted in Fig. 1 is used to obtain the numeri-
cal results shown in Figs. 4 and 5, where we also observe that the present FMBEM
sensitivity approach based on the Burton-Miller formula produces accurate results
for the whole wave number range.

5.3 Convergence and efficiency studies

In the above two examples, it has been shown that the present sensitivity approach
can provide very accurate solutions for exterior acoustic wave problems. In this
subsection, we analyze the convergence behavior to further verify the present ap-
proach. Also, the computational times are compared so as to demonstrate the ef-
ficiency of the present sensitivity approach. Again, the pulsating sphere example
used in the first example is employed in this subsection. In the numerical calcula-
tion, the wave number k is set to be 5.0, the sample field point is taken at r = 6.0 [m].
Fig. 6 shows the comparisons of relative errors between the conventional BEM sen-
sitivity approaches and the present one based on the FMBEM approach. We refer
to CBEM-LU and CBEM-GMRES as the results obtained by CBEM with LU-
decomposition method and GMRES solvers, respectively; and FMBEM as those
obtained by the present wideband fast multipole boundary element sensitivity ap-
proach. As demonstrated in Fig. 6, the percentage relative errors of the CBEM-LU,
CBEM-GMRES and FMBEM results are very close to each other and decrease very
fast as the element number increases. The computational efficiencies of the present
fast sensitivity algorithm as compared with the conventional BEM sensitivity ap-
proaches are shown in Fig. 7. It is observed that the present sensitivity approach
is faster than the CBEM-LU for models with more than 2000 elements, and also
faster than the CBEM-GMRES for models with more than 8000 elements in this
study. So that, the present fast sensitivity approach is found to be very powerful for
large-scale problems.
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Figure 4: Comparison of the real part of the solutions of the oscillating sphere
example

Figure 5: Comparison of the imaginary part of the solutions of the oscillating
sphere example
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Figure 6: Relative errors of the solutions of the pulsating sphere example

6 Conclusions

A 3-D acoustic shape sensitivity analysis algorithm by means of the adjoint vari-
able method and the wideband FMBEM approach is proposed in this paper. The
sensitivity equation is obtained by the adjoint variable method with the concept of
material derivative. The governing PDEs are solved using a Burton-Miller BIE for-
mula so as to conquer the non-uniqueness problem of the conventional boundary
integral equation method when solving exterior acoustic wave problems. The wide-
band FMM and the GMRES solver are employed to accelerate the computations.
Numerical examples clearly demonstrate the potential of the present approach for
solving large-scale acoustic shape sensitivity problems.

Since the adjoint variable method is adopted, the computational time depends on
the number of objective functions rather than the number of design variables as in
the direct differentiation method. The adjoint equation is derived in a continuous
form so that we avoid calculating the sensitivities of the coefficient matrices, which
are still not easy to obtain in the discrete adjoint variable method [Kim and Dong
(2006)]. In the numerical analysis, because the constant element is used to dis-
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Figure 7: CPU time used to solve the pulsating sphere example

cretize the boundary, the strongly- and hyper-singular boundary integrals existing
in the formulas can be evaluated explicitly and directly. Therefore, no additional
multipole expansion formulas, which are needed in the FMBEM approach based
on the regularized boundary integral representations, are required in the present
formulation.

Further studies can be carried out for more complicated and practical engineering
problems by the developed algorithm. Although, this paper is focused only on
the acoustic problems, the approach can also be applied to solve other types of
sensitivity problems, such as potential, elastostatic and elastodynamic problems.
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Appendix A: Material derivative of Ĵ

The function Ĵ is constituted of the original objective function J and the constraint
condition R. As the material derivative of J has already been given as Eq. 16, we
only need to calculate the material derivative of R in the following. According to
Green’s first identity, we have

R =
∫

Γ

λ (x)q(x)dΓ−
∫

Ω

λ,i(x)u,i(x)dΩ+
∫

Ω

k2
λ (x)u(x)dΩ (66)

Then, the material derivatives of the three terms of R can easily be obtained as
follows:
.
R1 =

∫
Γ

.
λ (x)q(x)dΓ+

∫
Γ

λ (x)
.
q(x)dΓ+

∫
Γ

λ (x)q(x)
.

dΓ (67)

.
R2 =

∫
Ω

.
λ ,i(x)u,i(x)dΩ−

∫
Ω

λ, j(x)u,i(x)
.
x j,i dΩ

+
∫

Ω

λ,i(x)
.
u,i(x)dΩ−

∫
Ω

λ,i(x)u, j(x)
.
x j,i dΩ+

∫
Ω

λ,i(x)u,i(x)
.
x j, j dΩ (68)

.
R3 =

∫
Ω

[
k2 .

λ (x)u(x)+ k2
λ (x)

.
u(x)+ k2

λ (x)u(x)
.
x j, j

]
dΩ (69)

where we used Eq. 18 and the following equations prescribed in [Haug, Choi, and
Komkov (1986); Arora (1993)]:

.
(λ,i(x)) =

.
λ ,i(x)−λ, j(x)

.
x j,i (70)

.
(u,i(x)) =

.
u,i(x)−u, j(x)

.
x j,i (71)

According to Green’s first identity again, we have∫
Ω

.
λ ,i(x)u,i(x)dΩ =

∫
Γ

.
λ (x)q(x)dΓ−

∫
Ω

.
λ (x)u,ii(x)dΩ (72)
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∫
Ω

λ,i(x)
.
u,i(x)dΩ =

∫
Γ

∂λ

∂n
(x)

.
u(x)dΓ−

∫
Ω

λ,ii(x)
.
u(x)dΩ (73)

Substituting Eqs. 72 and 73 into Eq. 68, then adding
.
R1,

.
R2 and

.
R3 together, we

obtain

.
R =

∫
Γ

λ (x)
.
q(x)dΓ−

∫
Γ

∂λ

∂n
(x)

.
u(x)dΓ+

∫
Γ

λ (x)q(x)
.

dΓ

+
∫

Ω

{
[λ,ii(x)+ k2

λ (x)]
.
u(x)+ [u,ii(x)+ k2u(x)]

.
λ (x)

+λ, j(x)u,i(x)
.
x j,i +λ,i(x)u, j

.
x j,i−λ,i(x)u,i(x)

.
x j, j + k2

λ (x)u(x)
.
x j, j

}
dΩ (74)

Moreover, we have

λ, ju,i
.
x j,i +λ,iu, j

.
x j,i−λ,iu,i

.
x j, j = (λ, ju,i

.
x j),i +(λ,iu, j

.
x j),i

− (λ,iu,i
.
x j), j−λ,iiu, j

.
x j−λ, ju,ii

.
x j (75)

According to the divergence theorem, we obtain

∫
Ω

(
λ, ju,i

.
x j,i +λ,iu, j

.
x j,i−λ,iu,i

.
x j, j
)

dΩ =
∫

Γ

(λ, ju,ini +λ,iu, jni−λ,iu,in j)
.
x j dΓ

−
∫

Ω

(λ,iiu, j +λ, ju,ii)
.
x j dΩ (76)

also, we have

∫
Ω

k2[λu, j
.
x j +λ, ju

.
x j +λu

.
x j, j]dΩ =

∫
Γ

k2
λu

.
x jn j dΓ (77)

Substituting Eqs. 76 and 77 into Eq. 74, and considering that ∇2u(x)+ k2u(x) = 0
should be satisfied within the domain, we obtain

.
R =

∫
Γ

λ (x)
.
q(x)dΓ−

∫
Γ

∂λ

∂n
(x)

.
u(x)dΓ+

∫
Γ

λ (x)q(x)
.

dΓ

+
∫

Ω

[λ,ii(x)+ k2
λ (x)]

.
u(x)dΩ−

∫
Ω

[λ,ii(x)+ k2
λ (x)]u, j(x)

.
x j dΩ

+
∫

Γ

(
λ, jq+

∂λ

∂n
u, j−λ,iu,in j + k2

λun j

) .
x j dΓ (78)
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Finally, the material derivative of Ĵ can be written as

.
Ĵ =

∫
Γ

(
∂g
∂u
− ∂λ

∂n

) .
udΓ+

∫
Γ

(
∂g
∂q

+λ

) .
qdΓ

+
∫

Γ

(
λ, jq+

∂λ

∂n
u, j−λ,iu,in j + k2

λun j

) .
x j dΓ

+
∫

Γ

(g(u,q)+λq)
.

dΓ+
∫

Ω

(
λ,ii + k2

λ +
∂h
∂u

) .
udΩ

−
∫

Ω

(λ,ii + k2
λ )u, j

.
x j dΩ+

∫
Ω

h(u)
.

dΩ (79)


