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Abstract: In this study, we consider Initial Value Problems (IVPs) for strongly
nonlinear dynamical systems, and study numerical methods to analyze short as
well as long-term responses. Dynamical systems characterized by a system of
second-order nonlinear ordinary differential equations (ODEs) are recast into a
system of nonlinear first order ODEs in mixed variables of positions as well as
velocities. For each discrete-time interval Radial Basis Functions (RBFs) are as-
sumed as trial functions for the mixed variables in the time domain. A simple col-
location method is developed in the time-domain, with Legendre-Gauss-Lobatto
nodes as RBF source points as well as collocation points. Three numerical exam-
ples are provided to compare the present algorithm with explicit as well implicit
methods in terms of accuracy, required size of time-interval (or step) and compu-
tational cost. The present algorithm is compared against, the second order central
difference method, the classical Runge-Kutta method, the adaptive Runge-Kutta-
Fehlberg method, the Newmark-β and the Hilber-Hughes-Taylor methods. First
the highly nonlinear Duffing oscillator is analyzed and the solutions obtained from
all algorithms are compared against the analytical solution for free oscillation at
long times. A Duffing oscillator with impact forcing function is next solved. So-
lutions are compared against numerical solutions from state of the art ODE45 nu-
merical integrator for long times. Finally, a nonlinear 3-DOF system is presented
and results from all algorithms are compared against ODE45. It is shown that the
present RBF-Coll algorithm is very simple, efficient and very accurate in obtaining
the solution for the nonlinear IVP. Since other presented methods require a much
smaller step size and higher computational cost, the proposed algorithm is advanta-
geous and has promising applications in solving nonlinear dynamical systems. The
extension of the present algorithm to orbit propagation problems with perturba-
tions, will be pursued in our future studies. Issues of numerical stability for various
time-integrators will also be explored in future studies.
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1 Introduction

A second-order nonlinear dynamic system can be generally recast into a system of
first-order ODEs as:{

ẋxx1 = ggg1(xxx1,xxx2, fff , t)≡ xxx2

ẋxx2 = ggg2(xxx1,xxx2, fff , t)
, t0 ≤ t ≤ tF (1)

which can be simply rewritten as:

ẋxx = ggg(xxx, fff , t), t0 ≤ t ≤ tF (2)

where xxx is the vector of mixed variables, xxx≡ [xxx1,xxx2]
T, ẋxx1 = xxx2, fff is the force applied

to the system. For a specified set of initial conditions xxx0 at t = t0, and being given
the force function fff (t), the initial value problem (IVP) of Eq. 2 can be numeri-
cally integrated and solved by various explicit and implicit methods of numerical
integration.

In explicit methods, the future unknown state is directly expressed in terms of
the currently-known system state with an explicit formula. The simplest explicit
method is the forward Euler-method:

xxx(t +∆t) = xxx(t)+∆tggg(xxx(t), fff (t), t) (3)

which is a first-order Taylor series expansion in the time domain.

Another explicit method, the second order central difference method presented in
[Belytschko (1976); Noor and Lambiotte Jr (1979); Belytschko, Lin, and Chen-
Shyh (1984)], is widely used for transient finite element analyses of large scale
nonlinear structures, such as crash simulation of automobiles. In this method, the
velocity xxx2 is firstly evaluated at t + ∆t

2 , and then xxx1 is obtained at t +∆t:

xxx2(t +
∆t
2
) = xxx2(t−

∆t
2
)+∆tggg2(xxx(t), fff (t), t)

xxx1(t +∆t) = xxx1(t)+∆txxx2(t +
∆t
2
)

(4)

The Runge-Kutta, RK, family of methods can be considered as the most widely
used explicit methods for numerical integration of general dynamical systems. The
first order RK method is simply the forward Euler-method given in Eq. 3. The clas-
sical or the 4th-order RK method, which evaluates the solution in 4 steps, is the
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most commonly used among various RK methods. In [Fehlberg (1969)], adaptive
step-size 4th-order RK methods are developed and are now known as the Runge-
Kutta-Fehlberg, RKF, methods. Several higher order adaptive RKF methods, [Fil-
ippi and Gräf (1986)], are widely used for very-high accuracy applications such as
orbit propagation problems, see [Montenbruck (1992); Sharp (2006)].

Implicit methods put the currently-known state and the unknown future state in a
set of linear or nonlinear algebraic equations, by solving which the future state can
be obtained. Backward Euler-Method is an illustration of this concept:

xxx(t +∆t) = xxx(t)+∆tggg(xxx(t +∆t), fff (t +∆t), t +∆t) (5)

In [Newmark (1959)], Newmark introduced the Newmark-β method based on the
extended mean value theorem, which is among the most widely-used implicit meth-
ods for the numerically evaluating the dynamical response of engineering struc-
tures,

xxx1(t +∆t) = xxx(t)+∆txxx2(t)+
1
2

∆t2 [(1−2β )ggg(xxx(t), fff (t), t)

+2βggg(xxx(t +∆t), fff (t +∆t), t +∆t)]

xxx2(t +∆t) = xxx2(t)+∆t [(1− γ)ggg(xxx(t), fff (t), t)

+γggg(xxx(t +∆t), fff (t +∆t), t +∆t)]

(6)

Typical values for γ and β are γ = 1/2 and β = 1/4.

What is considered as a generalization of the Newmark-β method is introduced in
the Hilber-Hughes-Taylor or HHT-α method, [Hilber, Hughes, and Taylor (1977)]:

xxx1(t +∆t) = xxx(t)+∆txxx2(t)+
1
2

∆t2 [(1−2β )ggg(xxx(t), fff (t), t)+2βaaa(α)]

xxx2(t +∆t) = xxx2(t)+∆t [(1− γ)ggg(xxx(t), fff (t), t)+ γaaa(α)]

aaa(α) = (1+α)ggg(xxx(t +∆t), fff (t +∆t), t +∆t)−αggg(xxx(t), fff (t), t)

(7)

where, γ = 1−2α

2 , β =
(1−α

2

)2 and α ∈ [−1
3 ,0].

For all the above mentioned explicit and implicit methods, the size of time-steps
plays an important role for the accuracy of computational results. Generally speak-
ing, numerical stability is not guaranteed for explicit methods, thus a much smaller
time step is necessary for explicit methods to obtain an accurate solution. On
the other hand, because an implicit method requires the solution of set of lin-
ear/nonlinear algebraic equations in each time step, the computational burden/time
of implicit methods in each time step is much higher than explicit methods. The
reader is referred to [Subbaraj and Dokainish (1989); Dokainish and Subbaraj (1989)]
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for a comprehensive review of such methods with applications in computational
structural dynamics.

Besides all of the above-mentioned widely-used numerical integrators, Eq. 2 as a
set of first order ODEs can be numerically solved by a wide spectrum of computa-
tional methods, see [Atluri (2005)]. These methods in the time domain, such as col-
location, finite volume, Galerkin, MLPG, are all essentially branches from the same
tree, using the concept of weighted-residual weak-forms, and with different trial
and test functions, see [Dong, Alotaibi, Mohiuddine, and Atluri (2014)]. Among
these methods, collocation is one of the simplest and the most efficient ones. In
[Dai, Schnoor, and Atluri (2012)], a collocation method with harmonic trial func-
tions was developed for studying the periodic responses of nonlinear Duffing oscil-
lators and aeroelastic systems. In [Elgohary, Dong, Junkins, and Atluri (2014b)], a
time-domain collocation method with Radial Basis Functions as trial function was
also developed for direct solution of various time-domain inverse problems such as
optimal control and orbital transfer.

In this study, the previous work of [Elgohary, Dong, Junkins, and Atluri (2014b)]
is further recast as a general time-domain step-wise numerical integrator, to numer-
ically integrate the IVP in Eq. 2 for arbitrary nonlinear systems. The algorithm is
compared against the central difference Explicit method, the classical Runge-Kutta,
RK4, method, the Newmwark-β method, and the HHT-α method in terms of accu-
racy, step size and computational time, using various free-vibration, forced vibra-
tion, impact load problems of single-DOF as well as coupled multi-DOF Duffing
oscillators. These numerical examples clearly show the advantages of the present
RBF-Coll algorithm which enables a much larger time step, and produces high so-
lution accuracy while maintaining a relatively low computational cost.

2 Radial Basis Function & Collocation Time Integrator

Radial Basis Functions (RBFs) are real-valued functions with values depending
on the distance from a source point, φ(xxx,xxxc) = φ(‖xxx−xxxc‖) = φ(r). Some of the
commonly used types for RBFs are as follows, [Buhmann (2003)]:

φ(r) = e−(cr)2
Guassian

φ(r) =
1

1+(cr)2 Inverse quadratic

φ(r) =
√

1+(cr)2 Multiquadric

φ(r) =
1√

1+(cr)2
Inverse multiquadric

(8)

where c > 0 is a shaping parameter.
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In the currently-developed RBF-Coll numerical integrator, the time domain of in-
terest, for long-time responses, is divided into a set of time steps [or time intervals]
with t0, t1, t2, . . . , tF , with ti = ti−1 +∆t. For each time step or interval ti−1 ≤ t ≤ ti,
the trial functions in the time-domain are expressed as a liner combination of Radial
Basis Functions. In this study, Gaussian functions are used because of its simplic-
ity. Following the previous work of [Elgohary, Dong, Junkins, and Atluri (2014b)],
the source points of RBFs are located at N Legendre-Gauss-Lobatto (LGL) nodes
within each time step, i.e. t1

i = ti−1, t2
i , t

3
i . . . , t

N
i = ti, where the subscript denotes

the time step, and the superscript denotes the number of LGL node.

The state of the dynamical system at each LGL node can therefore be expressed in
terms of the undetermined coefficients of RBF basis functions :

xxx(t j
i ) =

N

∑
k=1

φ(t j
i , t

k
i )aaak, i = 1, . . . ,N (9)

In matrix-vector form Eq. 9 can be rewritten as,

XXX =ΦΦΦAAA (10)

where ΦΦΦ represents the matrix of basis functions, AAA is the vector of undetermined
coefficients, and XXX is the vector of unknown states at each LGL node. The time-
differentiation of Eq. 10 can be then expressed as,

ẊXX = Φ̇ΦΦAAA (11)

Hence, combining Eq. 10 and Eq. 11, ẊXX is related to XXX by,

ẊXX = DXXX , D≡ Φ̇ΦΦΦΦΦ
−1 (12)

where, D is called the derivative matrix, which is numerically evaluated from the
RBF basis functions and their time-derivatives evaluated at the LGL nodes.

With the derivative matrix being defined, and with xxxi−1 = x̂xxi−1 being known from
the previous time step, we collocate Eq. 2 at t2

i , t
3
i , . . . , t

N
i , and collocate the initial

condition at t1
i , leading to the following set of discretized equations:

xxx1
i − x̂xxi−1 = 0

Dxxx j−ggg(xxx j, fff , t j) = 0, j = 2,3, . . . ,N
(13)

The algorithm as presented above is very simple and easy to implement. The set of
nonlinear algebraic equations is solved with the classical Newton’s method in this
study, whereas other Jacobian-inverse-free methods can also be applied as in [Liu,
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Yeih, Kuo, and Atluri (2009); Liu and Atluri (2012); Elgohary, Dong, Junkins,
and Atluri (2014a)]. With Eq. 13 being solved, the unknown states at each LGL
node, as well as the unknown state at the end of this time interval or step (xxxi) are
obtained. In this way, the states at each time step within the entire time history,
i.e. t0, t1, t2, . . . , tF can be numerically evaluated by applying the above numerical
algorithm in a sequential procedure.

3 Numerical Results

In this section numerical experiments are presented for three cases of nonlinear
dynamical systems, namely: the highly nonlinear unforced single Duffing oscil-
lator, a single Duffing oscillator subjected to an impact load, and a 3-Degree-
of-Freedom (3-DOF) coupled nonlinear Duffing oscillator system subjected to a
harmonic load. For each case, the present RBF-Collocation, RBF-Coll, algorithm
is compared against the 4th order Runge-Kutta (RK4), the Explicit method, [Be-
lytschko (1976); Belytschko, Lin, and Chen-Shyh (1984)], the Newmark-β method,
[Newmark (1959)] and the HHT-α method, [Hilber, Hughes, and Taylor (1977)].
A table is presented to show the time step ∆t , the Root-Mean-Square (RMS) error
of the position state and the computation time for each case. Plots of the error time
history normalized by the response amplitude, Eq. 14, are also presented for each
case to demonstrate the accuracy of each algorithm. Furthermore, the analytical
solution and the solutions obtained by various numerical methods are plotted to
highlight the magnitudes of the errors for each algorithm.

∆x(t)≡
∥∥∥∥x(t)Ana− x(t)Num

Amp [x(t)Ana]

∥∥∥∥ (14)

For each method, two numerical cases are presented. The first, denoted by the
superscript 1, uses the same ∆t as the RBF-Coll algorithm, for all the other algo-
rithms. This establishes a baseline for comparing solution accuracy and computa-
tional time of all algorithms. The second, denoted by the superscript 2, explores
the ability of each algorithm to achieve/maintain higher accuracy by decreasing
∆t. As expected, and also shown, all methods will require reducing the step size
to achieve a higher solution accuracy except for the RBF-Coll method, which can
maintain the solution accuracy by increasing the number of collocation points with-
out decreasing the step size.

3.1 Free Vibrations of A Highly Nonlinear Duffing Oscillator

The unforced Duffing oscillator is described by,

ẍ+ω
2
n x+ηx3 = 0 0≤ t ≤ tF

x(0) = x0 ẋ(0) = ẋ0
(15)
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For a high hardening nonlinearity η ≥ 1, Jacobi-elliptic functions provide an ana-
lytical solution for Eq. 15, [Cvetićanin (2013)], as,

x(t) = Xcn
(
ωt +θ ,k2) (16)

where, cn is the the Jacobi-elliptic function, ω the frequency, k the modulus, X
the amplitude, and θ the phase angle of the function. The reader is referred to
[Cvetićanin (2013)] for the detailed expression of each parameter in Eq. 16.

For the parameters values shown in Tab. 1, the analytical solution is compared
against MATLAB ODE45, Explicit method, RK4, Newmark-β , HHT-α and the
present RBF-Coll algorithm. For ODE45 1 and ODE45 2 the tolerances are set to
10−6 and 10−9, respectively. For RBF-Coll 1, the number of collocation points N =
7 and shaping parameter c = 0.77 . For RBF-Coll 2, N = 35 and c = (N−1)/4∆t .
Tab. 2 shows the step size, the positions state, x1(t), RMS error and the computation
time for all the tested methods. Fig. 1 through Fig. 5 show the normalized state
error time history for each method, Fig. 6 shows the normalized state error time
history for the present RBF-Coll algorithm and finally Fig. 7 show the comparison
of computations results by various methods in the last period of the freely vibrating
duffing oscillator.

Table 1: Parameters for the Freely-Vibrating Duffing System

Parameter Value
t0 0
tF 500

x1(0) 1
x2(0) 0

ωn 1
η 1

Period, P 4.77

Given the nonlinear oscillator period shown in Tab. 2, the numerical integration is
performed for slightly above a total of 100 cycles. Clearly, all the other presented
numerical methods require a much smaller step size to achieve an acceptable accu-
racy, whereas the RBF-Coll algorithm can maintain high accuracy with a very large
step size as demonstrated in Tab. 2 and Fig. 6. It should also be noted that Explicit,
Newmark-β , and HHT-α methods perform reasonably well for a short term, but
accuracy is gradually lost in the long term even if a very tiny time step is used.
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(a) ODE45 1
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(b) ODE45 2

Figure 1: Normalized State Error Time History, ODE45 1,2
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(a) Explicit Method 1
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(b) Explicit Method 2

Figure 2: Normalized Position Error Time History, Explicit Method 1,2
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(a) RK4 1
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(b) RK4 2

Figure 3: Normalized State Error Time History, RK4 1,2
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(a) Newmark-β 1
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(b) Newmark-β 2

Figure 4: Normalized State Error Time History, Newmark-β 1,2
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(a) HHT-α 1
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(b) HHT-α 2

Figure 5: Normalized State Error Time History, HHT-α 1,2
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(a) RBF-Coll 1
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(b) RBF-Coll 2

Figure 6: Normalized State Error Time History, RBF-Coll 1,2
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Table 2: Comparison of Numerical Methods, Freely Vibrating Highly Nonlinear
Duffing Oscillator

Method ∆t∆t∆t (sec) Position RMS Error Simulation
Time (sec)

ODE45 1 Variable 1.18×10−4 0.48
ODE45 2 Variable 1.14×10−6 1.37
Explicit 1 P/10 0.1 0.006
Explicit 2 P/500 1.5×10−3 0.2

RK4 1 P/10 0.86 0.03
RK4 2 P/250 5×10−6 0.56

Newmark-β 1 P/10 0.998 3.62
Newmark-β 2 P/500 3.1×10−3 147

HHT-α 1 P/10 0.841 3.53
HHT-α 2 P/500 4.4×10−3 149.1

RBF-Coll 1 P/10 3.5×10−6 0.32
RBF-Coll 2 P 1.8×10−6 0.19

472 472.5 473 473.5 474 474.5 475 475.5 476 476.5
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Figure 7: Solution Comparison Last Period of Integration
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3.2 Forced Duffing Oscillator with Impact Loading

An impact triangular forcing function is applied to the Duffing oscillator in Eq. 15
as,

ẍ+ω
2
n x+ηx3 = f (t) 0≤ t ≤ tF

x(0) = x0 ẋ(0) = ẋ0

f (t) =
{

at 0≤ t ≤ t1/2
a(1− t) t1/2 < t ≤ t1

(17)

where t1 defines the time interval of the applied impact force.

For the parameters shown in Tab. 3, MATLAB ODE45 is used to obtain the nu-
merical solution which, in the absence of an analytical solution, is treated as the
reference solution for Eq. 17.

Table 3: Forced Duffing System Paramaters Values

Parameter Value
t0 0
t1 1
tF 500

x1(0) 0
x2(0) 0

ωn 1
η 1
a 2

In order to capture the effect of the impact forcing function, the dynamical system
in Eq. 17 is solved in two intervals defined by t0≤ t ≤ t1 and t1≤ t ≤ tF . The ODE45
(reference) solution is obtained by setting the tolerances in the numerical solver
to the lowest possible values, 10−13. For RBF-Coll 1 the number of collocation
points N = 7 and the shaping parameter c = 2.5. And for RBF-Coll 2, N = 35
and c = (N − 1)/4∆t. Tab. 4 shows the comparison of step size, accuracy and
computation time for various numerical methods. Fig. 8 shows the normalized
state error time history for Explicit 1 and Explicit 2. Errors associated with RK4
1,2, Newmark-β 1,2 and HHT-α 1,2 are presented in Fig. 9, Fig. 10 and Fig. 11,
respectively. Fig. 12 shows the normalized state error time history for the present
RBF-Coll algorithm and finally, Fig. 13 shows the reference solution and solutions
from Method 1 for the last 5 sec. of integration.

Similar to the results obtained in the previous section, the present RBF-Coll algo-
rithm is shown to maintain the high solution accuracy and the low computational



Simple, Fast, Accurate Time-Integrator 261

Table 4: Comparison of Numerical Methods, Forced Duffing Oscillator

Method ∆t1∆t1∆t1 (sec) ∆t2∆t2∆t2 (sec) Position RMS Error Simulation
Time (sec)

ODE45 Variable Variable N/A 4.85

Explicit 1 0.1 0.5 0.41 0.01

Explicit 2 0.005 0.006 0.0025 0.18

RK4 1 0.1 0.5 0.399 0.03

RK4 2 0.05 0.03 2.88×10−6 0.32

Newmark-β 1 0.1 0.5 0.457 3.6

Newmark-β 2 0.05 0.03 1.46×10−2 49.25

HHT-α 1 0.1 0.5 0.405 3.51

HHT-α 2 0.05 0.03 2.41×10−2 49.2

RBF-Coll 1 0.1 0.5 1.19×10−6 0.31

RBF-Coll 2 0.5 6 7.98×10−7 0.14
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Figure 8: Normalized Position Error Time History, Explicit Method 1,2
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(b) RK4 2

Figure 9: Normalized State Error Time History, RK4 1,2
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(b) Newmark-β 2

Figure 10: Normalized State Error Time History, Newmark-β 1,2
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Figure 11: Normalized State Error Time History, HHT-α 1,2
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Figure 12: Normalized State Error Time History, RBF-Coll 1,2
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Figure 13: Computational results at the Last Period of the Free-Vibrating Duffing
Oscillator

cost when compared to the other existing numerical methods by varying the step
size and the number of collocation points. By comparing the results from Method
1 and Method 2, it can be seen that the step size is the major contributor to the com-
putational cost associated with each method. In that sense RBF-Coll is superior to
all other methods as there is no need to take smaller steps in order to achieve higher
solution accuracy. Thus, RBF-Coll may be a useful method to study a periodic and
chaotic responses in nonlinear dynamical systems.

3.3 Multi Degrees of Freedom Coupled Nonlinear Dynamical System

The 3-DOF coupled nonlinear system shown in Fig. 14 is analyzed in this section.

With F(t) = F cosΩt, the set of 3 coupled ODEs for this nonlinear system are,

m1ẍ1 + c1ẋ1 + k1x1 + l1x3
1 + k2(x1− x2)+ c2(ẋ1− ẋ2)+ l2(x1− x2)

3 = 0

m2ẍ2− c2(ẋ1− ẋ2)− k2(x1− x2)− l2(x1− x2)
3 + c3(ẋ2− ẋ3)

+ k3(x2− x3)+ l3(x2− x3)
3 = F cosΩt

m3ẍ3− c3(ẋ2− ẋ3)− k3(x2− x3)− l3(x2− x3)
3 + c4ẋ3 + k4x3 + l4x3

3 = 0

(18)

The parameters selected for the 3-DOF system are given in Tab. 5. The reference
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Figure 14: 3-DOF Nonlinear System

solution for this coupled nonlinear system, as in the previous section, is obtained
with MATLAB ODE45 and shwon in Fig. 15. The comparison between various
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Figure 15: Dynamical response of the 3-DOF System

numerical integrators is given in Tab. 6. For RBF-Coll 1, the number of collocation
points N = 7 and the shaping parameter c = 0.35 and for RBF-Coll 2, N = 35 and
c = 0.39. Fig. 16 through Fig. 22 show the normalized state error time history
for Explicit 1,2, RK4 1,2, Newmark-β 1,2 and HHT-α 1,2. The RBF-Coll normalized
state error time history is shown in Fig. 24. Finally, Fig. 25 shows the reference
solution and Method 1 solutions for the last 10 sec. of integration.
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Table 5: Paramaters for the 3-DOF Coupled System

Parameter Value
t0 0
tF 200
xxx0 000
m1 2
m2 1
m3 0.5
c1 0
c2 0.05
c3 0
c4 0
k1 2
k2 1
k3 0.5
k4 0
l1 0.2
l2 0
l3 0
l4 0
F 0.2
Ω

√
0.5
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(b) Explicit Method 2

Figure 16: Normalized Position Error Time History, Explicit Method 1,2
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Table 6: Comparison of Numerical Methods, 3-DOF System

Method ∆t∆t∆t (sec) x_1(t)x_1(t)x_1(t) RMS Error Simulation Time (sec)

ODE45 Variable N/A 1.64

Explicit 1 0.625 0.131 0.034

Explicit 2 0.00625 1.44×10−5 2.49

RK4 1 0.625 4.6×10−3 0.017

RK4 2 0.0625 5.1×10−7 0.1

Newmark-β 1 0.625 6.64×10−2 1.42

Newmark-β 2 0.0625 1.2×10−3 12.76

HHT-α 1 0.625 7.6×10−2 1.42

HHT-α 2 0.0625 1.5×10−3 13.15

RBF-Coll 1 0.625 2.01×10−8 0.282

RBF-Coll 2 20 4.5×10−9 0.095
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Figure 17: Normalized State Error Time History, RK4 1
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(b) Normalized Velocity Error

Figure 18: Normalized State Error Time History, RK4 2
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(b) Relative Velocity Error

Figure 19: Normalized State Error Time History, Newmark-β 1
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Figure 20: Normalized State Error Time History, Newmark-β 2
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(b) Normalized Velocity Error

Figure 21: Normalized State Error Time History, HHT-α 1
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(b) Normalized Velocity Error

Figure 22: Normalized State Error Time History, HHT-α 2
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Figure 23: Normalized State Error Time History, RBF-Coll 1
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Figure 24: Normalized State Error Time History, RBF-Coll 2
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Figure 25: Solution Comparison, 190≤ t ≤ 200
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As in the previous two sections the present RBF-Coll algorithm has the best com-
bination of accuracy and computational cost which allows the user to take a larger
time step and maintain a very high solution accuracy. In general, the computational
cost of RBF-Coll is very comparable to the fastest, and as a consequence least accu-
rate methods, which gives the algorithm a significant competitive advantage among
various numerical integrators of general dynamical systems.

4 Conclusion

The present RBF-Coll algorithm is shown to be highly accurate, fast and very sim-
ple to implement for various types of dynamical systems. Comparing the algorithm
versus several implicit and explicit numerical integration methods clearly shows
the advantages of such an algorithm that enables larger time step, high solution ac-
curacy while maintaining a relatively low computational cost. For all the numerical
examples shown in this study, RBF-Coll’s combination of accuracy and compu-
tational cost is superior to all other existing methods. The algorithm is shown to
accurately and simply handle short and long periods of time integration, single
and multi degrees of freedom system and finally transient and periodic solutions.
Thus the RBF-Coll algorithm has a significant potential in handling various types
of dynamical systems governed by second or higher order differential equations.
Applications of the algorithm are, but not limited to, orbit propagation in celestial
mechanics, dynamic buckling problems, optimal control and two-point boundary
value problems. Areas of these studies will be explored in future works.
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