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Continued Fraction Cartesian to Geodetic Coordinate
Transformation

J.D. Turner', A. Alnageb' and A. Bani Younes'

Abstract: A singularity-free perturbation solution is presented for inverting the
Cartesian to Geodetic transformation. Conventional approaches for inverting the
transformation use the natural ellipsoidal coordinates, this work explores the use of
the satellite ground-track vector as the differential correction variable. The geode-
tic latitude is recovered by well-known elementary means. A high-accuracy high-
performance 3D vector-valued continued fraction iteration is constructed. Rapid
convergence is achieved because the starting guess for the ground-track vector pro-
vides a maximum error of 30 m for the satellite height above the Earth’s surface,
throughout the LEO-GEO range of applications. As a result, a single iteration of
the continued fraction iteration yields a maximum error for the satellite height of
10~ km. and maximum error for the geodetic anomaly of 10~ rad. The coordi-
nate transformation is completed by non-iteratively recovering the satellite height
and the geodetic anomaly. No Taylor expansions are introduced and no Jacobian
sensitivity calculations are required. For all practical applications the new algorith-
m provides a closed-form solution. The accuracy and algorithmic performance of
the proposed approach is compared with other state of the art algorithms.
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1 Introduction

A frequent calculation for satellites in low Earth orbit (LEO)-to-geosynchronous
Earth orbit (GEO) involve inverting transformations between 3D satellite Cartesian
Earth centered coordinates and geodetic coordinates. Referring to Figure 1, the
geodetic coordinates are given by (A4, ¢4, /), which denote the geodetic longitude
of the satellite sub-point g, the geodetic latitude of the satellite, and the height of the
satellite above the reference Earth elliptical surface along the surface normal from
the geodetic ellipsoid to the satellite position. The transformation from geodetic
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coordinates to Cartesian (x;, ys,zs) coordinates is given by,

xg = (N (@q) +h) cos @, cos A,
Vs = (N (@,) +h)cos @gsin A, (1)
zs= (N (@) (1 —62) +h) sin @,

where, N (¢,) = a/+/1 —e*sin@, denotes the ellipsoid radius of curvature in the
prime vertical plane defined by vectors 7 (ellipsoid outward normal) and % (local
east); his assumed to lie along 71; adenotes the semi-major axis; bdenotes the semi-
minor axis; and edenotes the eccentricity of the Earth’s reference ellipsoid. The
solution for A, = tan~! (y;/x,) is obtained by elementary methods.

Figure 1: Geodetic and Cartesian Coordinates.

2 Background

The nonlinear character of the Cartesian-to-Geodetic transformation problem makes
it a continuing challenge for the community. The analytic complexity of the prob-
lem arises because the geodetic latitude and satellite height solution algorithms are
coupled and highly nonlinear. The solution for the geodetic longitude, however, is
elementary and non-iterative. Most algorithms use the geodetic coordinates as ad-
justable components. Numerical problems are often encountered near the Poles, for
¢ near 90 or -90 degrees. The most common numerical problem encountered aris-
es from the need for handling sensitive quartic polynomial solutions. For example,
Fukushima (1999), Borkowski (1989), Pollard (2003) and Lin and Wang (1995)
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have all encountered these challenges. To overcome these issues three classes of
methods have been proposed: (i) closed-form solutions for cubic and quartic poly-
nomials, (ii) perturbation methods, and (iii) successive approximation algorithm-
s. The closed-form class of solution algorithms typically introduces sequences of
trigonometric transformations that exploit identities to simplify the governing e-
quation. The closed-form solution approaches share two common characteristics:
(i) they are highly accurate, and (ii) they are frequently computationally expensive
to evaluate. Important examples of this approach include: Bowring’s (1976) very
well-known solution which introduces the reduced latitude as the iteration variable
in Newton’s method; Petr and An-ek (1982) introduce a closed-form solution for a
high-order algebraic equation; Pick and Simon (1985) develop an elliptic integral-
based arc-length solution that that is computed based the geodetic height of the
satellite; Fotiou (1998) presents an approximate closed-form solution which is ob-
tained using a computer algebra system; and Vermeille (2004) presents a series
solution by minimizing the distance between a point in space and its projection on
the ellipsoid.

Given the nonlinear nature of the problem it is not surprising that many itera-
tive techniques have been proposed. Early examples of this approach include
the work of Heiskanen and Moritz (1998), which influenced the GPS-based need
for the geodetic transformation methods developed by Kleusberg and Teunissen
(1998), Hofmann-Wellenhof, Lichtenegger, and Collins (1997), and Strang and
Borre (1997). Several innovative problem formulations have been proposed, in-
cluding the work of Torque (1980), Borkowski (1989), Lin and Wang (1995), and
Lupash (1985). Unfortunately, geometric singularities plague many of these itera-
tive strategies. To avoid these troublesome singularities, several authors have inves-
tigated vector methods, including the work of Pollard (2002) and Feltens (2009).
Zhang, Hsu, LI, Wang, Chai and Du (2005) present an elegant optimization-based
strategy that finds the point on the surface of the ellipsoid being the projection of
a point & distance away from the ellipsoid along the ellipsoidal surface normal,
yielding straightforward solutions for the geodetic latitude and height. Third-order
accelerated convergence techniques are considered by Fukushima (2006) known
as Halley’s method. Recently, Turner (2009), Turner and Junkins (2011), Turn-
er and Elgohary (2013), Turner, Elgohary, Majji, and Junkins (2011), and Elgo-
hary and Turner (2012) have presented a very fast singularity-free second-order
through fourth-order perturbation solution that introduces an artificial perturbation
variable to transform the classical quartic solution problem into a singularity-free
non-iterative quadratic equation problem. Ligas and Banasik (2011), presents the
projection of a point on the reference ellipsoid for solving a system of nonlinear
equations using second and third order Newton’s method.
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The main contribution of this paper is the presentation of a non-iterative continued
fraction expansion solution, where the iteration variable is the unconventional 3D
satellite ground-track vector. A careful selection of an accurate starting guess for
the algorithm is shown to yield convergence in one iteration for the entire LEO-
GEO range of applications. Additional iterations continue to improve accuracy far
beyond existing measurement capabilities. No Taylor expansions are introduced
and no Jacobian sensitivity calculations are required. As a result, the proposed
method effectively provides a closed-form solution for the Cartesian-to-Geodetic
transformation throughout the LEO-to-GEO range of applications.

3 Math Model for the Continued Fraction Expansion

Even with A, easily obtained from Eq.1, it is obvious that the solutions for ¢, and
are nonlinearly coupled, and successive approximation strategies are required. The
proposed continued fraction calculation begins from Figure 2 with the observation
that the following closure exists

ry=ry+hi ()

where r; denotes the satellite position vector, and r, denotes the satellite ground-
track vector. The normal vector to the Earth’s surface is obtained by computing the
gradient of the Earth surface constraint defined by

f(r)=rAr—-1=0

3
A =diag (1/a* 1/a* 1/b?) ©)

Computing the gradient of Eq.3, evaluating the result at r = r,, and transforming
the gradient operation to unit vector, lead to

A=V[/|Vfl=Arg/|Arg] )
From Eq. 2 it is also obvious that the satellite height is computed as

h=|rs—rg )
Introducing Egs. 4 and 5 into Eq. 2, one obtains

rg=rg+hi

=rot+|ry—r
8 |5 g’|Arg| (6)

|rs —ry]
= |/I+—==Alr
[ " |Arg] §



Continued Fraction Cartesian to Geodetic Coordinate Transformation 261

where the matrix is diagonal and the algorithmic importance of r, is obvious. As-
suming a starting guess is available for ry, then the continued fraction iteration
formula for r, is given by

’rs_’”g| -
ro—= |I+——2=A rg 7
¢ [ " |Ar| ’ @
Or in the iteration form

-1
Tokt1 = <I+}rs_rg’k‘z4> rs

}A’ g=k’

1)

Figure 2: Geodetic vs. Geocentric Latitude.

3.1 Starting Guess for the continued Fraction Expansion
From Figure 2, since ratio of b/a ~0.996, it follows that
rS

ro ~ —— 8
8 \/LArg ®)

The square root term is introduced to force the starting guess for the satellite
ground-track vector to lie on the Earth’s surface defined by Eq. 3. Numerical
experiments have shown that setting A to an identity matrix yields satellite height
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errors of ~ kilometers, whereas setting A to the Earth surface curvature matrix of
Eq. 3 yields satellite height errors of ~ m. Since the second option yields 6-7 digits
of the satellite height error, this is adopted as the starting guess. After the solution
for the satellite ground-track vector has converged, the satellite height and geodetic
latitude are computed non-iteratively as

h=|rs—rg|

azr

_ n3 _ 2Fg3

@, =tan"! . =tan"' B
11 cosA +nysind Fg1COSA +1,58inA

Convergence in the algorithm is checked by introducing Eqgs. 4, 7, and 8 into the
loop closure constraint

Ar=r;—ro—hn &)
and checking the convergence criteria
|Ar‘ < &olerance (10)

Failure to achieve this goal triggers a new iteration for the algorithm. The basic
flow diagram is presented in Figure 3.
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Figure 3: Flow diagram for Cartesian to Geodetic Transformation.
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4 Numerical Results

Error plots are presented for the initial condition errors for satellite height and
geodetic latitude. The second set of plots presents the error plots after the first
iteration of the continued fraction calculation. Last, error plots will be presented
for the second iteration of the continued fraction.

As shown in Figure 4 for the entire LEO-GEO range the maximum initial satellite
height error is ~ 30 m. This provides 6-to-7 digits of the desired solution for the
required geodetic height. The initial geodetic anomaly errors are seen to be 2 x
10~3deg., which provides 3-to-5 digits of the desired solution. The high accura-
cy of these results significantly impact the performance of the continued fraction
expansion iteration.
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Figure 4: Initial Condition Error Plots for satellite height and geodetic latitude.
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Figure 5 presents the results of the first iteration of the continued fraction expan-
sion. The error in the satellite height has been reduced 9 orders of magnitude, with
no indication of any problems arising near the poles. The maximum error is ~
10~8m., which is accuracy far beyond any data for space applications that can be
measured. Similarly, the geodetic anomaly has been reduced 6 orders of magnitude,
also with no indication of any problems arising near the poles. The angular errors
at GEO produce positional errors of ~ 3 mm. It is truly amazing that the continued
fraction in the satellite ground-track vector converged in a single iteration for all
practical engineering applications.
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Figure 5: First iteration of Error Plots for satellite height and geodetic latitude.
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Figure 6 presents the results for the second iteration of the continued fraction ex-
pansion. The satellite error is not seen to improve. This results because the solution
for the first iteration is already at the limits of double precision accuracy. The error
for the geodetic anomaly is reduced by an additional 5 orders of magnitude.
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Figure 6: Second iteration of Error Plots for satellite height and geodetic latitude.

The proposed algorithm provides solution accuracies for a single iteration that out-
perform previously reported results for 3" order and higher Newton-like iteration
algorithms. However, no derivatives or Jacobian partial derivatives are required.
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Even though a matrix inverse appears in the continued fraction iteration formula,
the matrix is diagonal and trivially inverted. Timing tests are performed to compare
the run-time performance when compared with other state-of-the-art algorithms.

Should higher precision ever be required the most natural approach consists of
simply performing extended precision calculations. This is suggested because the
satellite height errors appear to have reached the limits of double precision calcula-
tions even at the first iteration. The method is elegantly simple; trivial to program;
and amazingly effective numerically.

Performance tests are carried out using Fukushima (2006) as the base line. Bowring
(1976) has been the “gold standard” for all algorithms. Timing tests have been
performed, where 10° runs using Bowring’s algorithm and the proposed method
presented in this paper. Four simulations of this type were performed. The mean of
the ratio = Bowring/Fukushima = 1.91. The comparison between current method-
s/Fukushima = 1.72 in the run time required. Further boosts in performance can be
achieved by mapping the calculations to the Meridonal plane for the Earth’s ellipse.
This opportunity will be explored in future research. Other algorithms are slightly
faster, because they do not require vector operations. Nevertheless, it is remarkable
that simplicity of the proposed algorithm yields convergence performance far ex-
ceeding the many other proposed methods, without requiring derivative or Jacobian
calculations or higher-order correction terms, without singularities.

5 Conclusions and Recommendations

As shown in the numerical results section the proposed vector-valued continued
fraction expansion converges in a single iteration and provides very high accura-
cy throughout the LEO-GEO range of applications. It is singularity free. It is not
the fastest algorithm developed, but it is elegantly simple to formulate and solve.
The 3D satellite ground-track vector is used as an unconventional and highly effec-
tive solution variable. Future research will investigate the performance impact of
mapping the continued fraction expansion to the meridian plane that contains the
satellite position vector.
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