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ABSTRACT

The Floyd-Warshall algorithm is frequently used to determine the shortest path between any pair of nodes. It
works well for crisp weights, but the problem arises when weights are vague and uncertain. Let us take an example
of computer networks, where the chosen path might no longer be appropriate due to rapid changes in network
conditions. The optimal path from among all possible courses is chosen in computer networks based on a variety
of parameters. In this paper, we design a new variant of the Floyd-Warshall algorithm that identifies an All-Pair
Shortest Path (APSP) in an uncertain situation of a network. In the proposed methodology, multiple criteria and
their mutual association may involve the selection of any suitable path between any two node points, and the values
of these criteria may change due to an uncertain environment. We use trapezoidal picture fuzzy addition, score,
and accuracy functions to find APSP. We compute the time complexity of this algorithm and contrast it with the
traditional Floyd-Warshall algorithm and fuzzy Floyd-Warshall algorithm.

KEYWORDS
Trapezoidal picture fuzzy number; score function; accuracy function; shortest path problem; Floyd-Warshall
algorithm

1 Introduction

The Shortest Path Algorithm (SPA) is a family of graph algorithms designed to solve the Shortest
Path Problem (SPP). In a graph, all nodes are joined by edges. If more than one route is available, the
question arises as to which path should be chosen at the lowest cost or distance. The main goal of
the SPA is to find the minimum cost path. There are two types of SPP, Single Source Shortest Path
(SSSP) problem and All Pair Shortest Path (APSP) problem. The SSSP problem finds the shortest
paths from a source vertex to all other vertices in the graph. APSP finds the shortest path between
every pair of vertices in any graph. These algorithms are applicable in a variety of situations. A few
of these include transportation networks, computer networks, Google maps, inventory systems, and
labor locations, among many others. In all these real-world scenarios, we need to find the shortest path
between any pair of points. How can the shortest path be found between any two nodes if the network
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situation is uncertain? The classic algorithm is appropriate when the network situation is certain and
the weights are crisp. But, in reality, networks are not certain. Fuzzy set theory has been employed
to deal with these uncertainties. This theory was presented by Zadeh in 1965 for making decisions
under uncertain conditions [1]. In 1986, Atanassov introduced the extension of classical fuzzy sets and
named it an Intuitionistic Fuzzy Set (IFS) [2]. In IFS, a set has two components: membership and non-
membership. This new theory handled uncertainties more effectively and applied them to many fields.
After a few years, it was experienced that in many cases, the neutral section needs to give more freedom
to express the expert opinion. Consequently, in 2013 Cuong et al. introduced a general form of IFS
called Picture Fuzzy Set (PFS) [3,4]. A real number can be generalized into a fuzzy number. Unlike
trapezoidal intuitionistic fuzzy numbers discussed by Wan et al. [5], which only have two components,
trapezoidal picture fuzzy numbers have three aspects for every input. There are membership and non-
membership components in a trapezoidal intuitionistic fuzzy set. The hesitation component of this
number can be obtained by deducting 1 from the total membership and non-membership values.
Whereas, a trapezoidal intuitionistic fuzzy number is ineffective to illustrate the neutral part of a
number, which is provided in a trapezoidal picture fuzzy number to give more flexibility to human
opinion.

In 1980, Dubois et al. proposed the concept of fuzzy shortest path (FSP) [6]. They used the ranking
index approach to find the shortest route. In 1994, Okada et al. [7] introduced an algorithm based on
the Dijkstra algorithm in which they used fuzzy order to compare the lengths of the two routes for
finding the FSP. In 2009, Mahdavi et al. [8] proposed a dynamic programming (DP) approach for
FSPP, taking into account the length of the triangle and trapezoidal arc. In 2012, Dou et al. [9] offered
a model for finding FSP using MCDM based on its earlier approach, i.e., measuring ambiguous
similarities. So, there are various methods to find the SPP, some of which are discussed in [10,11].
The Floyd-Warshall algorithm uses the dynamic programming approach to find APSP, where the edge
weight is given as a crisp number. Due to its structural similarities with matrix multiplication, it is an
attractive choice for each pair of short paths in high-performance systems. This algorithm estimates the
shortest path between the two vertices at each stage until the minimum value is achieved. Suppose G is a
graph with V set of vertices, each numbered from 1 to N. To find the shortest path, there is the shortest
path function (i, j, k), which returns the shortest path from i to j using k as an intermediate point.
Garg et al. [12] suggested that the Floyd-Warshall algorithm can compete with Dijkstra’s algorithm
for sparse graphs. If you have N nodes, then there are N − 1 directed edges that can lead from it.
Therefore, the maximum number of edges is N ∗ (N − 1), and every possible edge is checked. It
does this by incrementally improving the estimate of the shortest path between two vertices until the
optimal path is obtained. Shukla [13] used graded mean integration representation of fuzzy numbers to
upgrade the classical Floyd-Warshall algorithm. Aziz et al. [14] used the concept of Fuzzy and Floyd-
Warshal algorithms to determine the shortest exit route for people living in catastrophically exposed
areas. Shafahi et al. [15] proposed a new fuzzy comparing index for improving the fuzzy comparison
method developed by Dubois and Prade to estimate and compare the distance between the assigned
and observed link volumes. Broumi et al. [16] compared the shortest path problem with various existing
algorithms. Akram et al. [17] extended the traditional Dijkstra algorithm to find out the minimal
cost path using Picture fuzzy sets. Some other interesting approaches can be seen in [18–20]. Thao
[21] presented similarity measures of Picture fuzzy sets caused by entropy and gave useful results.
Mahmood et al. [22] explored the cross-entropy of the picture hesitant fuzzy set by distinguishing the
cross-entropy of the picture fuzzy set and hesitant fuzzy set. Ganie et al. [23] proposed two correlation
coefficients of PFS along with some of their properties. Nirmani et al. [24] developed a Google map
and a camera-based fuzzy adaptive networked traffic light controlling model to minimize traffic in big
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cities, using a distributed system to scan the traffic lights. The author makes decisions based on real-
time traffic situations. After these decisions, they monitored the traffic lights. They also proposed the
optimized route to the drivers as an extra facility. Yue [25] proposed a novel bilateral matching decision-
making for knowledge innovation management which reflects the matching willingness of the agents.
Jiang et al. [26] proposed a new Picture fuzzy MABAC method for multiple attribute group decision-
making. He applied this method in the manufacturing industry and shows that how it helps purchasers
in choosing an optimal supplier. Habib et al. [27] used Pythagorean MCDM methods to determine
childhood cancer. The proposed method helps to early diagnose childhood cancer. Akram et al. [28]
and Habib et al. [29] proposed trapezoidal and LR-type Pythagorean fuzzy numbers and applied
them to different optimization techniques. Zhang et al. [30] proposed novel distance measures of
hesitant fuzzy sets. These formulas are based on probability density functions. The authors showed
the applicability of the proposed measures in the traffic control system. Zhang et al. [31] introduced a
new concept of neutrosophic decision-making in genetic algorithms and discussed its applicability in
the cubic assignment problem. Yi et al. [32] presented an algorithm for path planning depending on
the path conditions. This algorithm is applied and tested on the robot soccer, which plans a path after
observing obstacles. After recognizing the environment, robot soccer determines the shortest path in
the defined time frame.

The investigation presented in this article is motivated by the following targets:

1. Shortest path problems, in literature, are classified as single-source shortest path problems and
do not cover all pair shortest path problems.

2. Real-time scenarios may involve ambiguity; therefore in typical situations, a crisp approach
for APSP may not be appropriate.

3. The IFS, on the other hand, deals with the membership and non-membership components of a
set with the condition that their sum should not be greater than one, which leads to numerous
problems in decision-making. The picture fuzzy set, which also includes the neural component
of the set, is a generalization of IFSs. As a result, we have more degrees of freedom to make
better decisions.

4. The Floyd-Warshall algorithm has numerous real-time applications. In computer networks,
for instance, calculating APSP from any source to any destination is necessary.

5. Each edge may hold weights of various criteria; however, in most of the research studies, only
one criterion is taken into consideration when assigning the weight of each edge.

Our contribution to this work is demonstrated below concerning these issues:

1. We introduce a new variant of classical Floyd’s algorithm using trapezoidal picture fuzzy
numbers. This algorithm computes the smallest weights of all possible routes for each pair
of points. This algorithm is more effective in finding the shortest path.

2. We design the algorithm and determine its time complexity to demonstrate the complete
functioning of the picture fuzzy Floyd-Warshall (PF Floyd-Warshall).

3. We contrast our approach with already used techniques to demonstrate how the suggested
method is an improved version of the current ones.

4. The suggested algorithm can select the optimum route using up to n criteria weights for
each edge.

The rest of the paper is organized in the following way: Section 2 presents the concepts related
to picture fuzzy sets. Section 3 discusses the complete working of the picture fuzzy Floyd-Warshall
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algorithm. Section 4 describes the implementation of the picture fuzzy Floyd-Warshall algorithm in
networks. Section 5 gives a comparative analysis of PF Floyd-Warshall with the fuzzy Floyd-Warshall
algorithm. Section 6 concludes this paper and displays feasible future directions.

2 Preliminaries

In this section, we recall some basic notions related to PFSs and PFNs.

Definition 2.1. [4] A Picture Fuzzy Set (PFS) S on universe U is defined as

S = {(x, μS(x), νS(x), λS(x))|x ∈ U}, (1)

where μS(x), νS(x), λS(x) ∈ [0, 1] are called positive, neutral, and negative membership functions,
respectively, of an element x in S such that

0 ≤ μS(x) + νS(x) + λS(x) ≤ 1, for every x ∈ U .

Moreover, πS(x) = 1 −μS(x)− νS(x)−λS(x) is called refusal membership degree of x to the set S.

Definition 2.2. [17] A PFN N in the set of real numbers R can be defined as N = {(x, μN(x), νN(x),
λN(x)): x ∈ R}, where

μN (x) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

f L
N (x), if p1 ≤ x ≤ q,
αN, if q ≤ x ≤ r,
f R

N (x), if r ≤ x ≤ s1,
0, otherwise.

(2)

νN (x) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

gL
N(x), if p2 ≤ x ≤ q,

βN, if q ≤ x ≤ r,
gR

N(x), if r ≤ x ≤ s2,
0, otherwise.

(3)

λN (x) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

hL
N(x), if p3 ≤ x ≤ q,

γN, if q ≤ x ≤ r,
hR

N(x), if r ≤ x ≤ s3,
0, otherwise.

(4)

where f L
N (x) = x − p1

q − p1

αN, f R
N (x) = x − p1

q − p1

αN, gL
N (x) = q − x + βN(x − p2)

q − p2

αN,

gR
N (x) = x − r + βN(s2 − x)

s2 − r
, hL

N (x) = q − x + γN(x − p3)

q − p3

αN, hR
N (x) = x − r + γN(s3 − x)

s3 − r
.

The TPFN is represented as

N = (([p1, q, r, s1]; αN), ([p2, q, r, s2]; βN), ([p3, q, r, s3]; γN)). (5)

Example 2.1. Fig. 1 shows the plot for TPFN.



CMES, 2023, vol.136, no.3 2877

Figure 1: TPFN

Remark 2.1. If [p1, q, r, s1] = [p2, q, r, s2] = [p3, q, r, s3], then N can be characterized as

N = ([p, r, q, s]; αN, βN, γN). (6)

2.1 Arithmetic Operations on PFS
Some basic operations of PFS proposed by Akram et al. [17] is described below:

Let N1 = ([a1, b1, c1, d1]; αN1, βN1, γN1) and N2 = ([a2, b2, c2, d2]; αN2, βN2, γN2) be two TPFNs, then

1. Addition:

N1 + N2 = ([a1 + a2, b1 + b2, c1 + c2, d1 + d2].αN1 + αN2 − αN1αN2, βN1βN2, γN1γN2). (7)

2. Multiplication:

N1.N2 = ([a1a2, b1b2, c1c2, d1d2]; αN1αN2, βN1 + βN2 − βN1βN2, γN1 + γN2 − γN1γN2). (8)

3. Multiplication with a constant: If k be a constant value then

kN1 = ([ka1, kb1, kc1, kd1]; 1 − (1 − αN1)
k, βk

N1, γ
k

N1). (9)

4. Power and exponent [17]: If k be an exponent value then

Nk
1 = ([ak

1, bk
1, ck

1, dk
1 ]; αk

N1, 1 − (1 − βN1)
k, 1 − (1 − γN1)

k), k ≥ 0. (10)

2.2 Expected Value of TPFN
For a trapezoidal PFN N = ([p, q, r, s]; αN, βN, γN), the expected value is determined according to

the formula suggested in [17] as follows:

IN = 1
8

[(p + q + r + s) (1 + αN − βN − γN)] . (11)

Definition 2.3. [17] Let N = ([p, q, r, s]; αN, βN, γN) be TPFN, then the score function S(N) of a
PFN N can be calculated as follows:

§(N) = IN(αN − βN − γN), (12)

where IN is the expected value of N and S(n) lies between [−1, 1].

Definition 2.4. [17] Let N = ([p, q, r, s]; αN, βN, γN) be TPFN, then the accuracy function H(N) of
a PFN N can be calculated as follows:

H(n) = IN(αN + βN + γN), (13)
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where IN is the expected value of N and H(n) lies between [0, 1].

Certain new methods have been discussed in [33,34].

Definition 2.5. [33] A linguistic variable is a variable, whose values are words or sentences in a
natural or artificial language. These linguistic terms are very close to human understanding, so instead
of remembering picture fuzzy numbers, the user can use these terms. These variables also hide the
complexity of the system and make it more understandable. Picture fuzzy numbers are also denoted
by some linguistic terms. For example, very low is a linguistic variable and its corresponding TPFN
is ([1, 2, 3, 5]; 0.6, 0.1, 0.2) (see Eq. (6)). The linguistic variables and their picture fuzzy numbers are
pre-defined.

2.3 Classical Floyd-Warshall Algorithm
The classical Floyd-Warshall algorithm described in [13] is used for finding APSP. Lets consider

three weighted nodes x, y, and k to find shortest path from x to y via k node using following equation:

axk + aky < axy. (14)

k is the pivotal point and its value lies between 1 to n.

The step-by-step execution of this algorithm is given below:

Step 1: Initialize the graph using certain values defined by the user. Build a square matrix that
consists of n rows and columns. Each entry is represented as Aij that shows the weight between i and
j node. If there exists no edge between x and y, then it is represented by infinity. The working of this
algorithm starts with two matrices, which are weight matrix A0 and sequence matrix B0. The diagonal
values are 0 because we ignore self-loops. The other values are obtained from the weights mentioned
on each edge in a graph.

A0 =

1 2 .... j .... n⎛
⎜⎜⎜⎜⎜⎝

⎞
⎟⎟⎟⎟⎟⎠

1 0 a12 .... axy .... n
2 a21 0 .... a2y .... a2n

: : : : : : :
x ax1 ax2 .... axy .... axn

: : : : : : :
n xn1 xn2 .... xny .... 0

and B0 =

1 2 .... y .... n⎛
⎜⎜⎜⎜⎜⎝

⎞
⎟⎟⎟⎟⎟⎠

1 0 2 .... y .... n
2 1 0 .... y .... n
: : : : : : :
x 1 2 .... y .... n
: : : : : : :
n 1 2 .... y .... 0

.

Step 2: Take k as a pivot row and k pivot column and for all x and y we perform triple operation
on every axy in Ak−1. If axk + aky < axy condition meets for x, y and k then change Ak and Bk values
using following rules:

• Define Ak by replacing axy in Ak−1 with axk + aky,

• Define Bk by replacing bxy in Sk−1 with k. If k = n then stop the loop otherwise repeat this step
with the next value of k.

Step 3: After n steps, we get final matrices An, and Bn containing APSP. We read the final matrices
using the following rules:

• From An, axy shows the weights of short path between x, y vertices.

• From Bn, get the intermediate node k = bxy that gives the route x → y → k.

Stop the iterations when bxk = k and bky = j and APSP has been determined.
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3 Picture Fuzzy Floyd-Warshall Algorithm

In this section, we propose a new variant of the classical Floyd-Warshall algorithm. We apply PFN
on Floyd-Warshall Algorithm to find APSP. Table 1 shows the description of the notions used in this
article.

Table 1: Notations and their description

Notation Description

n Number of rows and columns in the matrix
k Intermediate node
ax,y Weights from nodes x to y. If no link exists between x, and y then the weight is infinity
An Weight matrix
Bn Sequence matrix
qx,y Path from node x to node y

The step-by-step execution of the proposed algorithm is given below:

Step 1: Initially, label each edge with the appropriate PFN. These PFNs are acting as weights. If
there is more than one criterion, the edge carries more than one PFN separated by commas. As we
want to find the shortest path, therefore self-loops are avoided. The self-loops need to remove.

Step 2: Write initial matrix An, and sequence matrix Bn. These weights are calculated using
Eqs. (11) and (12). These matrices are square matrices with n number of rows and columns. In this
matrix, all diagonals are set to zero because self-loops are not allowed. If no direct path exists between
any pair of nodes, set ∞ in its place; otherwise with the help of Eqs. (11) and (12) calculate the value
of that cell. The sequence matrix shows the number of the intermediate node. The intermediate node
k that gives a favorable value would be written in that cell in a sequence matrix.

Step 3: The next task is to find the shortest path between any pair of nodes. For this, use Eq. (14)
to find the shortest path from x to y via k. In the single iteration, we may not get the shortest path for
all pairs of nodes; therefore this step needs to repeat for all pairs in a graph. When k = n, terminate
the loop and display the final weights and the sequence matrix. At this step, all intermediate nodes get
discovered, and the obtained weight and sequence matrices are the final findings of this algorithm. If
more than one criteria involve, then in all iterations, we compare each criterion with its previous state,
if its value is in favor, we assign it a boolean label true otherwise false.

Step 4: Pick the value in the vector that has the most true values.

Fig. 2 shows the pictorial representation of the picture fuzzy Floyd-Warshall algorithm.
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Figure 2: Flowchart of picture fuzzy Floyd-Warshall algorithm

3.1 Presentation and Complexity of the Algorithm
The following algorithm helps to understand the complete working of PF Floyd-Warshall

algorithm:

Algorithm
function Picture Fuzzy Floyd-Warshall (G)
n be the number of nodes in graph G;
take x, y as integers and initialize them with 0;
take n × n matrix A and initialize it with ∞;

(Continued)
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Algorithm (Continued)
for x = 0 to n do

for y = 1 to n do
if x �= y and edge exist between x and y then

A [x, y] distance value;
else if x = y then

A [x, y] = 0;
else

A [x, y] = ∞;
end if

end for
end for
for k = 1 to n do

for x = 1 to n do
for y = 1 to n do

A [x, y]k ← min
(
A [x, y]k−1 , A [x, k]k−1 + D [k, y]k−1) ;

end for
end for

end for
return An.

Let us compute the time complexity of the above algorithm. Line 1 defines the function’s name
and takes graph G as input. Here, G represents the layout of a network. In line 3, we take two integers
x and y to locate cell values in a two-dimensional array and initialize them with 0. In line 4, a square
matrix A of n×n dimensions are defined and initialized with ∞. Now use Eqs. (11) and (12) to calculate
the distance between x and y. If there is no path between x and y then represent it with infinity. Lines
1–4 take constant time. In line 5, we define a loop that iterates for rows. There is n number of rows,
therefore line 5 runs in O(n) times. Similarly, in line 6 a nested loop is defined for addressing the number
of columns. It takes O(n2) running time. These loops help to locate the values of each cell in a matrix.
The value of each cell is represented by pair of values (x, y) in matrix A. In lines 7–12, we see that
if the value of x is not equal to the value of y, and there’s an edge between x and y, then calculate
the distance value using Eqs. (11) and (12) otherwise write infinity. The diagonal values are 0 because
self-loops are not allowed. Lines 7–12 run in O(n2) time. In line 13, we take another loop for finding
the shortest path from x to y. Here k is considered as a breaking point. The value of k lies between 1 to
n. Line 13 runs in O(n) times. Line 14 runs in O(n2) time. Line 15 takes O(n3) time. These loops iterate
until the final shortest path is not found. Line 16 takes O(n3) time. Line 17 shows the final result, and
it takes O(1) time. Therefore, the overall time complexity of the algorithm is O(n3).

3.2 Example
This section illustrates the working of our proposed algorithm. For this purpose, consider a

transportation network shown in Fig. 3. The transition time on edges is represented as TPFN edge
(3, 5) is directed, so no traffic is allowed from node 5 to 3. All other edges allow two-way traffic. First
of all, we calculate the distance value of each pair of edges using Eqs. (11) and (12) (see Table 6).
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Figure 3: Transportation network model

For edge (1, 2), the distance value is calculated as follows:

I1−2 = 1
8

[(1 + 2 + 3 + 5) × (1 + 0.6 − 0.1 − 0.2)] = 1.787,

S1−2 = 1.7875 × (0.6 − 0.1 − 0.2) = 0.53625.

In the same way, we compute the distance for other pairs. Table 2 shows the weights on each edge.

Table 2: Weights of edges

Edge (i, j) TPFN Distance value

(1, 2) ([1, 2, 3, 5]; 0.6, 0.1, 0.2) 0.53625
(1, 3) ([5, 7, 10, 11]; 0.6, 0.1, 0.2) 1.608
(2, 1) ([1, 2, 3, 5]; 0.6, 0.1, 0.2) 0.534
(2, 4) ([2, 5, 6, 7]; 0.6, 0.1, 0.2) 0.975
(3, 1) ([5, 7, 10, 11]; 0.3, 0.15, 0.1) 1.608
(3, 4) ([3, 6, 7, 8]; 0.6, 0.0, 0.4) 0.72
(3, 5) ([11, 14, 15, 17]; 0.55, 0.15, 0.25) 1.229
(4, 2) ([2, 5, 6, 7]; 0.6, 0.1, 0.2) 0.975
(4, 3) ([3, 6, 7, 8]; 0.6, 0.0, 0.4) 0.72
(4, 5) ([1, 4, 5, 7]; 0.55, 0.15, 0.25) 0.366
(5, 4) ([1, 4, 5, 7]; 0.55, 0.15, 0.25) 0.366

Iteration 0:

The matrices A0 and B0 give the initial values of the network, where all (x, y)th entries of A0 are
canonical representations of weights of route from x to y. The matrix A0 and B0 are as follows:

A0 =

01 02 03 04 05⎛
⎜⎜⎜⎝

⎞
⎟⎟⎟⎠

1 0 0.536 1.608 ∞ ∞
2 0.536 0 ∞ 0.975 ∞
3 1.608 ∞ 0 0.72 1.2291
4 ∞ 0.975 0.72 0 0.366
5 ∞ ∞ ∞ 0.366 0

, B0 =

01 02 03 04 05⎛
⎜⎜⎜⎝

⎞
⎟⎟⎟⎠

1 0 2 3 4 5
2 1 0 3 4 5
3 1 2 0 4 5
4 1 2 3 0 5
5 1 2 3 4 0

.

All iterations of the picture fuzzy Floyd-Warshall algorithm are shown in Table 3.
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The obtained results are the same as proposed in [13]. For instance, shortest route from node 1 to
5 is 1 → 2 → 4 → 5. Both algorithms highlighted the same paths for every set of vertices.

4 Application of Picture Fuzzy Floyd-Warshall Algorithm in Routing

The computer network is the interconnection of multiple communicating devices so that they can
share their resources. To share their resources, we need routes. These routes can be wired or wireless. In
computer networks, multiple routes can exist between any pair of nodes. Among these routes, we need
to choose the best route for sending data. Different parameters help to determine the best route among
all available routes. Examples of such parameters are length, bandwidth, load, hop count, cost, delay,
maximum transmission unit, and reliability. Fig. 4 shows a hypothetical layout of a network, where all
nodes can communicate with each other, but the question is which path is good for communication at
any particular time.

Figure 4: Hypothetical network layout

4.1 Best Path Selection in Computer Networks
Let us consider the same network situation as shown in Fig. 3. In the previous scenario, only one

parameter is used for finding APSP, but now we used all network parameters and find APSP using our
proposed algorithm. The considered parameters are length, bandwidth, delay, cost, MTU, throughput,
hop count, load, and reliability. We know that the dynamics of the networks can not be the same all
the time, they change according to network conditions which may results in a change of best path as
well. If a path is best at any time t, it may be not best for the next moment if network dynamics change.
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Under such uncertain situations, PFS suits well to choose an appropriate path by considering ongoing
network conditions. To understand the working of our algorithm in the said situation. We apply our
proposed algorithm to find the best route among all possible options. Table 4 shows the TPFN that
we are going to use in this example.

Table 4: Network edge weights (Fig. 4)

Edge (i, j) TPFN Distance value

Very Low (VL) ([1, 2, 3, 5]; 0.6, 0.1, 0.2) 0.53625
Low (L) ([5, 7, 10, 11]; 0.6, 0.1, 0.2) 1.608
Below Medium (BM) ([1, 2, 3, 5]; 0.6, 0.1, 0.2) 0.534
Medium (M) ([2, 5, 6, 7]; 0.6, 0.1, 0.2) 0.975
Above Medium (AM) ([5, 7, 10, 11]; 0.3, 0.15, 0.1) 1.608
High (H) ([3, 6, 7, 8]; 0.6, 0.0, 0.4) 0.72
Very High (VH) ([11, 14, 15, 17]; 0.55, 0.15, 0.25) 1.229

Table 5 shows the current situation of a network in linguistic terms. Each linguistic term corre-
sponds to mentioned TPFN in Table 4.

Table 5: Weights on edge (see Fig. 3)

Edge (i, j) Length, Bandwidth, Delay, Cost, MTU, Throughput, Hope-count, Load, Reliability

(1, 2) [0.53625, 1.608, 1.608, 0.975, 0.534, 0.72, 1.229, 0.53625, 1.608]
(1, 3) [1.608, 0.975, 0.72, 0.53625, 1.229, 1.608, 0.534, 1.608, 0.72]
(2, 1) [1.608, 0.534, 0.53625, 1.229, 1.608, 0.72, 0.975, 0.975, 0.72]
(2, 4) [0.975, 1.608, 0.72, 1.608, 0.534, 0.53625, 1.229, 0.975, 1.608]
(3, 1) [1.608, 1.608, 0.72, 0.534, 0.975, 1.229, 1.608, 0.53625, 0.53625]
(3, 4) [1.608, 0.53625, 1.608, 0.53625, 0.534, 1.229, 1.608, 0.72]
(3, 5) [1.608, 1.608, 0.534, 0.534, 1.608, 0.72, 0.53625, 1.229, 0.975]
(4, 2) [0.72, 0.72, 0.72, 1.229, 0.53625, 0.534, 1.608, 1.608, 0.975]
(4, 3) [1.608, 0.975, 1.608, 0.72, 0.975, 1.229, 1.608, 1.608, 0.975]
(4, 5) [0.975, 0.975, 0.975, 1.608, 1.608, 0.534, 0.72, 0.53625, 1.229]
(5, 4) [1.229, 1.229, 1.229, 1.229, 1.608, 0.975, 0.72, 1.608, 0.534]

Iteration 0: The matrices A0 gives the initial representation of the network, where all (x, y)th entries
of A0 are canonical representations of weights of route from x to y, and B0 respective sequence matrix
(see page 19).

Iteration 1: Set k = 1. The first row and column are treated as a pivot and their values remain the
same from the previous matrices.

[2, 3] = [2, 1] + [1, 3] = [0.534, 1.608, 0.536, 1.229, 1.608, 0.72, 0.975, 0.975, 0.72] + [1.608, 0.975,
0.72, 0.536, 1.229, 0.534, 1.608, 1.608, 0.72] = [2.142, 2.583, 1.256, 1.765, 2.837, 1.254, 2.583, 2.583,
1.44] < [∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞].
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[2, 4] = [2, 1] + [1, 4] = [0.534, 1.608, 0.536, 1.229, 1.608, 0.72, 0.975, 0.975, 0.72] + [1.229, 0.72,
0.534, 0.975, 1.608, 1.608, 0.536, 0.534, 1.229] = [ 0.975, 1.608, 0.72, 0.534, 1.608, 0.536, 1.229, 0.975,
1.608] < [∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞].

[2, 5] = [2, 1] + [1, 5] = [0.534, 1.608, 0.536, 1.229, 1.608, 0.72, 0.975, 0.975, 0.72 ] + [0.72, 1.608,
0.536, 0.975, 0.534, 1.608, 1.229, 1.608, 0.534] = [1.254, 3.216, 1.072, 2.204, 2.142, 2.328, 2.204, 2.583,
1.254] < [∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞].

[3, 2] = [3, 1] + [1, 2] = [1.608, 0.534, 0.72, 1.608, 0.975, 1.229, 1.608, 0.536, 0.536] + [0.536, 1.608,
0.534, 0.975, 1.608, 0.72, 1.229, 0.536, 1.608] = [2.144, 2.142, 1.254, 2.583, 2.583, 1.949, 2.837, 1.072,
2.144] < [∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞].

[3, 4] = [3, 1] + [1, 4] = [1.608, 0.534, 0.72, 1.608, 0.975, 1.229, 1.608, 0.536, 0.536] + [1.229, 0.72,
0.534, 0.975, 1.608, 1.608, 0.536, 0.534, 1.229] = [2.837, 1.254, 1.254, 2.583, 2.583, 1.949, 2.837, 1.072,
2.144] < [∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞].

[3, 5] = [3, 1] + [1, 5] = [1.608, 0.534, 0.72, 1.608, 0.975, 1.229, 1.608, 0.536, 0.536] + [0.72, 1.608,
0.536, 0.975, 0.534, 1.608, 1.229, 1.608, 0.534] = [0.534, 0.534, 1.256, 1.608, 1.509, 0.72, 0.536, 1.229,
0.975] < [∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞].

[4, 2] = [4, 1] + [1, 2] = [1.608, 1.608, 1.608, 0.72, 0.975, 0.536, 0.534, 1.608, 1.229] + [0.536, 1.608,
0.534, 0.975, 1.608, 0.72, 1.229, 0.536, 1.608] = [0.72, 0.72, 0.72, 1.229, 0.536, 1.256, 0.534, 1.608, 0.975]
< [∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞].

[4, 3] = [4, 1] + [1, 3] = [1.608, 1.608, 1.608, 0.72, 0.975, 0.536, 0.534, 1.608, 1.229] + [1.608, 0.975,
0.72, 0.536, 1.229, 0.534, 1.608, 1.608, 0.72] = [2.862, 2.583, 1.976, 1.256, 2.204, 1.070, 2.142, 3.216,
1.949] < [∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞].

[4, 5] = [4, 1] + [1, 5] = [1.608, 1.608, 1.608, 0.72, 0.975, 0.536, 0.534, 1.608, 1.229] + [0.72, 1.608,
0.536, 0.975, 0.534, 1.608, 1.229, 1.608, 0.534] = [0.975, 0.975, 0.975, 1.608, 0.534, 1.608, 0.72, 0.536,
1.229] < [∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞].

[5, 2] = [5, 1] + [1, 2] = [0.536, 1.229, 1.608, 0.72, 0.536, 1.229, 0.534, 1.608, 0.975] + [0.536, 1.608,
0.534, 0.975, 1.608, 0.72, 1.229, 0.536, 1.608] = [1.072, 2.831, 2.142, 1.695, 2.144, 1.949, 1.763, 2.144,
2.583] < [∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞].

[5, 3] = [5, 1] + [1, 3] = [0.536, 1.229, 1.608, 0.72, 0.536, 1.229, 0.534, 1.608, 0.975] + [1.608, 0.975,
0.72, 0.536, 1.229, 0.534, 1.608, 1.608, 0.72] = [0.534, 1.608, 1.229, 0.536, 0.536, 1.229, 1.608, 0.975,
0.72] < [∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞].

[5, 4] = [5, 1] + [1, 4] = [0.536, 1.229, 1.608, 0.72, 0.536, 1.229, 0.534, 1.608, 0.975] + [1.229, 0.72,
0.534, 0.975, 1.608, 1.608, 0.536, 0.534, 1.229] = [1.229, 1.229, 1.229, 1.095, 1.608, 0.975, 0.72, 0.534,
1.604] < [∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞].

Now set k = 2 in the next iteration. The second row and second column in the matrix, A2 are
set as pivot row and pivot column, and their values have no change from the previous matrices. Now
perform calculations as we did in iteration 1. A total of five iterations would be done with k = 3,
k = 4, and k = 5. Table 6 shows the final findings of our algorithms after five iterations.
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Table 6: Final findings

Edge (i, j) Length, Bandwidth, Delay, Cost, MTU, Throughput, Hope-Count, Load,
Reliability

1–2 0.54(T), i.61(T), 0.53(T), 0.98(F), 1.07(T), 0.72(F), 1.23(T), 0.54(T), 1.51(T) 7(T)
1–3 1.25(F), 0.98(F), 0.72(F), 0.54(T), 1.07(T), 0.53(F), 1.61(F), 1.61(F), 0.72(F) 2(T)
1–4 0.72(F), 1.61(T), 0.54(F), 0.98(F), 0.53(F), 1.26(F), 1.23(F), 1.51(F), 0.53(F) 1(T)
1–5 0.72(F), 1.61(T), 0.54(F), 0.98(F), 0.53(F), 1.44(T), 1.23(F), 1.61(F), 0.53(F) 1(T)
2–3 1.79(F), 2.58(T), 1.26(F), 1.77(F), 2.68(T), 1.25(F), 2.48(F), 2.58(F), 1.44(F) 2(T)
2–4 0.98(T), 1.61(F), 0.72(T), 0.53(T), 1.61(F), 0.54(F), 1.23(T), 0.98(T), 1.61(T) 6(T)
2–5 1.25(F), 2.58(T), 1.07(F), 2.14(F), 2.14(F), 1.97(T), 1.95(F), 1.51(F), 1.25(F) 2(T)
3–1 1.07(F), 0.53(F), 0.72(T), 1.61(T), 0.98(F), 1.23(F), 1.07(F), 0.54(T), 0.54(F) 3(T)
3–2 1.07(F), 1.76(T), 1.97(F), 2.33(F), 2.05(F), 1.95(T), 1.07(F), 1.07(F), 1.95(F) 2(T)
3–4 1.76(F), 1.25(F), 1.25(F), 2.58(F), 2.58(F), 1.69(F), 1.26(F), 1.07(F), 2.14(T) 2(T)
3–5 0.53(T), 0.53(F), 1.26(F), 1.61(T), 1.51(F), 0.72(F), 0.54(T), 1.23(F), 0.98(F) 3(T)
4–1 1.25(F), 1.61(F), 1.61(F), 0.72(T), 0.98(F), 0.54(F), 0.53(T), 1.61(F), 1.23(F) 2(T)
4–2 0.72(T), 0.72(F), 0.72(T), 1.23(F), 0.54(F), 1.26(F), 0.53(T), 1.61(F), 0.98(F) 3(T)
4–3 1.51(F), 2, 58(T), 2.20(F), 1.26(F), 1.07(T), 1.07(F), 2.14(F), 1.51(F), 1.95(T) 3(T)
4–5 0.98(F), 0.98(F), 0.98(F), 1.61(F), 0.53(F), 1.61(T), 0.72(F), 0.54(T), 1.23(F) 2(T)
5–1 0.54(F), 1.23(F), 1.61(F), 0.72(F), 0.54(F), 1.23(F), 0.53(T), 1.51(F), 0.98(F) 1(T)
5–2 1.07(F), 1.95(T), 1.95(F), 1.69(F), 2.14(T), 1.95(T), 1.25(F), 2.14(F), 2.58(T) 4(T)
5–3 0.53(T), 1.61(F), 1.23(T), 0.54(T), 0.54(F), 1.23(F), 1.61(F), 0.98(F), 0.72(F) 3(T)
5–4 1.23(F), 1.23(F), 1.23(T), 1.09(F), 1.61(F), 0.98(F), 0.72(F), 0.53(T), 1.60(F) 2(T)

As we can see the shortest path from node 1 to 5 is 1 → 2 → 4 → 5.
⎡
⎢⎢⎢⎢⎣

(0, 0, 0, 0, 0, 0, 0, 0, 0) (0.54, 1.61, 0.53, 0.98, 1.61, 0.72, 1.23, 0.54, 1.61)

(0.53, 1.61, 0.54, 1.23, 1.61, 0.72, 0.98, 0.98, 0.72) (0, 0, 0, 0, 0, 0, 0, 0, 0)

(1.61, 0.53, 0.72, 1.61, 0.98, 1.23, 1.61, 0.54, 0.54) (∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞)

(1.61, 1.61, 1.61, 0.72, 0.98, 0.54, 0.53, 1.61, 1.23) (0.72, 0.72, 0.72, 1.23, 0.54, 1.61, 0.53, 1.61, 0.98)

(0.54, 1.23, 1.61, 0.72, 0.54, 1.23, 0.53, 1.61, 0.98) (∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞)

A0 =

(1.61, 0.98, 0.72, 0.54, 1.23, 0.53, 1.61, 1.61, 0.72) (1.23, 0.72, 0.53, 0.98, 1.61, 1.61, 0.54, 0.53, 1.23)

(∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞) (0.98, 1.61, 0.72, 0.53, 1.61, 0.54, 1.23, 0.98, 1.61)

(0, 0, 0, 0, 0, 0, 0, 0, 0) (∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞)

(∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞) (0, 0, 0, 0, 0, 0, 0, 0, 0)

(0.53, 1.61, 1.23, 0.54, 0.54, 1.23, 1.61, 0.98, 0.72) (1.23, 1.23, 1.23, 1.23, 1.61, 0.98, 0.72, 0.53, 1.61)

(0.72, 1.61, 0.54, 0.98, 0.53, 1.61, 1.23, 1.61, 0.53)

(∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞, ∞)

(0.53, 0.53, 1.61, 1.61, 1.61, 0.72, 0.54, 1.23, 0.98)

(0.98, 0.98, 0.98, 1.61, 0.53, 1.61, 0.72, 0.54, 1.23)

(0, 0, 0, 0, 0, 0, 0, 0, 0)

⎤
⎥⎥⎥⎥⎦
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⎡
⎢⎢⎢⎢⎣

(0, 0, 0, 0, 0, 0, 0, 0, 0) (0.54, 1.61, 0.53, 0.98, 1.61, 0.72, 1.23, 0.54, 1.61)

(0.53, 1.61, 0.54, 1.23, 1.61, 0.72, 0.98, 0.98, 0.72) (0, 0, 0, 0, 0, 0, 0, 0, 0)

(1.61, 0.53, 0.72, 1.61, 0.98, 1.23, 1.61, 0.54, 0.54) (2.14, 2.142, 1.25, 2.58, 2.58, 1.95, 2.84, 1.07, 2.14)

(1.61, 1.61, 1.61, 0.72, 0.98, 0.54, 0.53, 1.61, 1.23) (0.72, 0.72, 0.72, 1.23, 0.54, 1.26, 0.53, 1.61, 0.98)

(0.54, 1.23, 1.61, 0.72, 0.54, 1.23, 0.53, 1.61, 0.98) (1.07, 2.83, 2.14, 1.60, 2.14, 1.95, 1.76, 2.14, 2.58)

A1 =

(1.61, 0.98, 0.72, 0.54, 1.23, 0.53, 1.61, 1.61, 0.72) (1.23, 0.72, 0.53, 0.98, 1.61, 1.61, 0.54, 0.53, 1.23)

(2.14, 2.58, 1.26, 1.77, 2.84, 1.25, 2.58, 2.58, 1.44) (0.98, 1.61, 0.72, 0.53, 1.61, 0.54, 1.23, 0.98, 1.61)

(0, 0, 0, 0, 0, 0, 0, 0, 0) (2.84, 1.25, 1.25, 2.58, 2.58, 1.95, 2.84, 1.07, 2.14)

(2.86, 2.58, 1.98, 1.26, 2.20, 1.07, 2.14, 3.22, 1.95) (0, 0, 0, 0, 0, 0, 0, 0, 0)

(0.53, 1.61, 1.23, 0.54, 0.54, 1.23, 1.61, 0.98, 0.72) (1.23, 1.23, 1.23, 1.09, 1.61, 0.98, 0.72, 0.53, 1.60)

(0.72, 1.61, 0.54, 0.98, 0.53, 1.61, 1.23, 1.61, 0.53)

(1.25, 3.22, 1.07, 2.20, 2.14, 2.33, 2.20, 2.58, 1.25)

(0.53, 0.53, 1.26, 1.61, 1.51, 0.72, 0.54, 1.23, 0.98)

(0.98, 0.98, 0.98, 1.61, 0.53, 1.61, 0.72, 0.54, 1.23)

(0, 0, 0, 0, 0, 0, 0, 0, 0)

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎣

(0, 0, 0, 0, 0, 0, 0, 0, 0) (0.54, 1.61, 0.53, 0.98, 1.61, 0.72, 1.23, 0.54, 1.61)

(0.53, 1.61, 0.54, 1.23, 1.61, 0.72, 0.98, 0.98, 0.72) (0, 0, 0, 0, 0, 0, 0, 0, 0)

(1.61, 0.53, 0.72, 1.61, 0.98, 1.23, 1.61, 0.54, 0.54) (2.14, 2.14, 1.25, 2.58, 2.58, 1.95, 2.84, 1.07, 2.14)

(1.25, 1.61, 1.61, 0.72, 0.98, 0.54, 0.53, 1.61, 1.23) (0.72, 0.72, 0.72, 1.23, 0.54, 1.26, 0.53, 1.61, 0.98)

(0.54, 1.23, 1.61, 0.72, 0.54, 1.23, 0.53, 1.61, 0.98) (1.07, 2.83, 2.14, 1.69, 2.14, 1.95, 1.76, 2.14, 2.58)

A2 =

(1.61, 0.98, 0.72, 0.54, 1.23, 0.53, 1.61, 1.61, 0.72) (0.72, 1.61, 0.54, 0.98, 0.53, 1.26, 1.23, 1.51, 0.53)

(2.14, 2.58, 1.26, 1.77, 2.84, 1.25, 2.58, 2.58, 1.44) (0.98, 1.61, 0.72, 0.53, 1.61, 0.54, 1.23, 0.98, 1.61)

(0, 0, 0, 0, 0, 0, 0, 0, 0) (2.84, 1.25, 1.25, 2.58, 2.58, 1.95, 2.84, 1.07, 2.14)

(3.22, 2.58, 2.33, 1.26, 2.20, 1.07, 2.14, 3.22, 1.95) (0, 0, 0, 0, 0, 0, 0, 0, 0)

(0.53, 1.61, 1.23, 0.54, 0.54, 1.23, 1.61, 0.98, 0.72) (1.23, 1.23, 1.23, 1.09, 1.61, 0.98, 0.72, 0.53, 1.60)

(0.72, 1.61, 0.54, 0.98, 0.53, 1.61, 1.23, 1.61, 0.53)

(1.25, 3.22, 1.1.07, 2.20, 2.14, 2.33, 2.20, 2.58, 1.25)

(0.53, 0.53, 1.26, 1.61, 1.51, 0.72, 0.54, 1.23, 0.98)

(0.98, 0.98, 0.98, 1.61, 0.53, 1.61, 0.72, 0.54, 1.23)

(0, 0, 0, 0, 0, 0, 0, 0, 0)

⎤
⎥⎥⎥⎥⎦

,

⎡
⎢⎢⎢⎢⎣

(0, 0, 0, 0, 0, 0, 0, 0, 0) (0.54, 1.61, 0.53, 0.98, 1.61, 0.72, 1.23, 0.54, 1.61)

(0.53, 1.61, 0.54, 1.23, 1.61, 0.72, 0.98, 0.98, 0.72) (0, 0, 0, 0, 0, 0, 0, 0, 0)

(1.61, 0.53, 0.72, 1.61, 0.98, 1.23, 1.61, 0.54, 0.54) (2.14, 2.142, 1.25, 2.58, 2.58, 1.95, 2.84, 1.07, 2.14)

(1.25, 1.61, 1.61, 0.72, 0.98, 0.54, 0.53, 1.61, 1.23) (0.72, 0.72, 0.72, 1.23, 0.54, 1.26, 0.53, 1.61, 0.98)

(0.54, 1.23, 1.61, 0.72, 0.54, 1.23, 0.53, 1.51, 0.98) (1.07, 1.95, 1.95, 1.69, 2.14, 1.95, 1.76, 2.14, 2.58)

A3 =

(1.61, 0.98, 0.72, 0.54, 1.23, 0.53, 1.61, 1.61, 0.72) (0.72, 1.61, 0.54, 0.98, 0.53, 1.26, 1.23, 1.51, 0.53)

(2.14, 2.58, 1.26, 1.77, 2.84, 1.25, 2.58, 2.58, 1.44) (0.98, 1.61, 0.72, 0.53, 1.61, 0.54, 1.23, 0.98, 1.61)

(0, 0, 0, 0, 0, 0, 0, 0, 0) (2.84, 1.25, 1.25, 2.58, 2.58, 1.95, 2.84, 1.07, 2.14)

(3.22, 2.58, 2.33, 1.26, 2.20, 1.07, 2.14, 3.22, 1.95) (0, 0, 0, 0, 0, 0, 0, 0, 0)

(0.53, 1.61, 1.23, 0.54, 0.54, 1.23, 1.61, 0.98, 0.72) (1.23, 1.23, 1.23, 1.09, 1.61, 0.98, 0.72, 0.53, 1.60)

(0.72, 1.61, 0.54, 0.98, 0.53, 1.44, 1.23, 1.61, 0.53)

(1.25, 3.22, 1.07, 2.20, 2.14, 1.97, 2.20, 2.58, 1.25)

(0.53, 0.53, 1.26, 1.61, 1.51, 0.72, 0.54, 1.23, 0.98)

(0.98, 0.98, 0.98, 1.61, 0.53, 1.61, 0.72, 0.53, 1.23)

(0, 0, 0, 0, 0, 0, 0, 0, 0)

⎤
⎥⎥⎥⎥⎦

,
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⎡
⎢⎢⎢⎢⎣

(0, 0, 0, 0, 0, 0, 0, 0, 0) (0.54, 1.61, 0.53, 0.98, 1.07, 0.72, 1.23, 0.54, 1.51)

(0.53, 1.61, 0.54, 1.23, 1.61, 0.72, 0.98, 0.98, 0.72) (0, 0, 0, 0, 0, 0, 0, 0, 0)

(1.61, 0.53, 0.72, 1.61, 0.98, 1.23, 1.61, 0.54, 0.54) (2.14, 1.97, 1.97, 2.58, 2.58, 1.95, 2.84, 1.07, 2.14)

(1.25, 1.61, 1.61, 0.72, 0.98, 0.54, 0.53, 1.61, 1.23) (0.72, 0.72, 0.72, 1.23, 0.54, 1.26, 0.53, 1.61, 0.98)

(0.54, 1.23, 1.61, 0.72, 0.54, 1.23, 0.53, 1.51, 0.98) (1.073, 1.95, 1.95, 1.69, 2.14, 1.95, 1.25, 2.14, 2.58)

A4 =

(1.61, 0.98, 0.72, 0.54, 1.23, 0.53, 1.61, 1.61, 0.72) (0.72, 1.61, 0.54, 0.98, 0.53, 1.26, 1.23, 1.51, 0.53)

(2.14, 2.58, 1.26, 1.77, 2.84, 1.25, 2.58, 2.58, 1.44) (0.98, 1.61, 0.72, 0.53, 1.61, 0.54, 1.23, 0.98, 1.61)

(0, 0, 0, 0, 0, 0, 0, 0, 0) (2.84, 1.25, 1.25, 2.58, 2.58, 1.95, 2.84, 1.07, 2.14)

(3.22, 2.58, 2.33, 1.26, 2.20, 1.07, 2.14, 3.22, 1.95) (0, 0, 0, 0, 0, 0, 0, 0, 0)

(0.53, 1.61, 1.23, 0.54, 0.54, 1.23, 1.61, 0.98, 0.72) (1.23, 1.23, 1.23, 1.09, 1.61, 0.98, 0.72, 0.53, 1.60)

(0.72, 1.61, 0.54, 0.98, 0.53, 1.44, 1.23, 1.61, 0.53)

(1.25, 2.58, 1.07, 2.14, 2.14, 1.97, 1.95, 1.51, 1.25)

(0.53, 0.53, 1.26, 1.61, 1.51, 0.72, 0.53, 1.23, 0.98)

(0.98, 0.98, 0.98, 1.61, 0.53, 1.61, 0.72, 0.54, 1.23)

(0, 0, 0, 0, 0, 0, 0, 0, 0)

⎤
⎥⎥⎥⎥⎦

,

⎡
⎢⎢⎢⎢⎣

(0, 0, 0, 0, 0, 0, 0, 0, 0) (0.54, 1.61, 0.53, 0.98, 1.07, 0.72, 1.23, 0.54, 1.51)

(0.53, 1.61, 0.54, 1.23, 1.61, 0.72, 0.98, 0.98, 0.72) (0, 0, 0, 0, 0, 0, 0, 0, 0)

(0.07, 0.53, 0.72, 1.61, 0.98, 1.23, 1.07, 0.54, 0.54) (1.07, 1.76, 1.97, 2.33, 2.05, 1.95, 1.07, 1.07, 1.95)

(1.25, 1.61, 1.61, 0.72, 0.98, 0.54, 0.53, 1.61, 1.23) (0.72, 0.72, 0.72, 1.23, 0.54, 1.24, 0.53, 1.61, 0.98)

(0.54, 1.23, 1.61, 0.72, 0.54, 1.23, 0.53, 1.51, 0.98) (1.07, 1.95, 1.95, 1.7, 2.14, 1.95, 1.25, 2.14, 2.58)

A5 =

(1.25, 0.98, 0.72, 0.54, 1.07, 0.53, 1.61, 1.61, 0.72) (0.72, 1.61, 0.54, 0.98, 0.53, 1.26, 1.23, 1.51, 0.53)

(1.79, 2.58, 1.26, 1.77, 2.68, 1.25, 2.48, 2.58, 1.44) (0.98, 1.61, 0.72, 0.53, 1.61, 0.54, 1.23, 0.98, 1.61)

(0, 0, 0, 0, 0, 0, 0, 0, 0) (1.76, 1.25, 1.25, 2.58, 2.58, 1.7, 1.26, 1.07, 2.14)

(1.51, 2.58, 2.2, 1.26, 1.07, 1.07, 2.14, 1.51, 1.95) (0, 0, 0, 0, 0, 0, 0, 0, 0)

(0.53, 1.61, 1.23, 0.54, 0.54, 1.23, 1.61, 0.98, 0.72) (1.23, 1.23, 1.23, 1.1, 1.61, 0.98, 0.72, 0.53, 1.60)

(0.72, 1.61, 0.54, 0.98, 0.53, 1.44, 1.23, 1.61, 0.53)

(1.25, 2.58, 1.07, 2.14, 2.14, 1.97, 1.95, 1.51, 1.25)

(0.53, 0.53, 1.26, 1.61, 1.51, 0.72, 0.54, 1.23, 0.98)

(0.98, 0.98, 0.98, 1.61, 0.53, 1.61, 0.72, 0.54, 1.23)

(0, 0, 0, 0, 0, 0, 0, 0, 0)

⎤
⎥⎥⎥⎥⎦

.

B0 =

01 02 03 04 05⎛
⎜⎜⎜⎝

⎞
⎟⎟⎟⎠

1 0 2 3 4 5
2 1 0 3 4 5
3 1 2 0 4 5
4 1 2 3 0 5
5 1 2 3 4 0

, B1 =

01 02 03 04 05⎛
⎜⎜⎜⎝

⎞
⎟⎟⎟⎠

1 0 2 3 4 5
2 1 0 1 4 1
3 1 1 0 1 5
4 1 2 1 0 5
5 1 1 3 4 0

, B2 =

01 02 03 04 05⎛
⎜⎜⎜⎝

⎞
⎟⎟⎟⎠

1 0 2 3 2 5
2 1 0 1 4 1
3 1 1 0 1 5
4 1 2 2 0 5
5 1 1 3 4 0

,

B3 =

01 02 03 04 05⎛
⎜⎜⎜⎝

⎞
⎟⎟⎟⎠

1 0 2 3 2 3
2 1 0 1 4 3
3 1 1 0 1 5
4 1 2 2 0 5
5 1 3 3 4 0

, B4 =

01 02 03 04 05⎛
⎜⎜⎜⎝

⎞
⎟⎟⎟⎠

1 0 4 3 2 3
2 1 0 1 4 4
3 1 4 0 1 5
4 1 2 2 0 5
5 1 4 3 4 0

, B5 =

01 02 03 04 05⎛
⎜⎜⎜⎝

⎞
⎟⎟⎟⎠

1 0 4 5 2 3
2 1 0 5 4 4
3 5 5 0 5 5
4 1 2 5 0 5
5 1 4 3 4 0

.
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5 Comparative Analysis

In this section, we provide a brief comparative analysis of the proposed algorithm with the classical
Floyd-Warshall and fuzzy Floyd-Warshall algorithms. The classical Floyd-Warshall algorithm and
fuzzy Floyd-Warshall algorithm take only one input parameter and decide the best route. But, in
actual scenarios, multiple input factors may involve. In such scenarios, the previous techniques fail
to take any decision. Whereas in the proposed method, we can work with n number of factors that
may influence the final decision. For testing our model, we considered eight hypothetical data sets
and applied PF Floyd-Warshall, fuzzy Floyd-Warshall, and the classical Floyd-Warshall algorithm.
First of all, the picture fuzzy Floyd-Warshall algorithm calculates the distance between each pair using
the score function of TPFN. Set the distance value to infinity if there is no direct connection found
in the graph or network. Now consider the breaking point k which lies between 1 to n and check
for each value of k if the distance of any pair of nodes passing through this breaking point is less
than the previously defined distance, replace it with the new distance. If any criteria of a factor meet,
assign true against that criteria. Lastly, choose one best path which is having maximum true values.
We observed that all of the considered methods highlighted the same results against the same data
sets, which proved the authenticity of our work. Table 7 shows the results of the comparative analysis.
The first column is labeled as a graph. The data set is in the form of a Graph. We have taken the same
graph as shown in Fig. 3 but with different edge weights. The second, third, and fourth columns show
the results obtained from the classical Floyd-Warshall algorithm, fuzzy Floyd-Warshall algorithm,
and picture fuzzy Floyd-Warshall algorithm, respectively. Table 7 shows the comparison of different
Floyd-Warshall algorithms.

Table 7: Comparative analysis

Data-set Classical Floyed-Warshall Fuzzy Floyed-Warshall PF Floyd-Warshall

D-1 (1 → 2 → 4 → 5) (1 → 2 → 4 → 5) (1 → 2 → 4 → 5)
D-2 (1 → 3 → 4 → 5) (1 → 3 → 4 → 5) (1 → 3 → 4 → 5)
D-3 (1 → 3 → 5) (1 → 3 → 5) (1 → 3 → 5)
D-4 (1 → 3 → 4 → 5) (1 → 3 → 4 → 5) (1 → 3 → 4 → 5)
D-5 (1 → 3 → 4 → 5) (1 → 3 → 4 → 5) (1 → 3 → 4 → 5)
D-6 (1 → 3 → 5) (1 → 3 → 5) (1 → 3 → 5)
D-7 (1 → 2 → 4 → 5) (1 → 2 → 4 → 5) (1 → 2 → 4 → 5)
D-8 (1 → 3 → 5) (1 → 3 → 5) (1 → 3 → 5)

6 Conclusion and Future Directions

PFS is a useful and powerful tool to represent human opinion in terms of yes, abstain, no, and
refusal. It gives more degrees of freedom than an intuitionistic fuzzy set (IFS). In short words, PFS
is the generalized form of IFS. In this paper, we used PFN to find APSP using the Floyd-Warshall
algorithm. The weights on each edge are defined as a PFN, and the distance between any two vertices
is calculated using the expected value and score functions of PFN. Then we used triple operation to
compare any two distances. This article has presented a new variant of the Floyd-Warshall algorithm
to compute APSP. The picture fuzzy Floyd-Warshall algorithm incrementally finds APSP with the
help of intermediate nodes. The time complexity of the proposed algorithm is O(n3). We have also
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compared our proposed algorithm with the classical fuzzy Floyd-Warshall and fuzzy Floyd-Warshall
algorithms. All algorithms highlighted the same path for any pair of vertices. The proposed approach
can be applied to many real-life problems, some of which are discussed below:

• The proposed method can be applied to find the fastest route for ambulance services.

• The proposed methodology can be used to locate the best route in the transportation network.
The route depends on many factors, for example, construction activity, distance, fuel consump-
tion, traffic situation, and many others.

• In medicine, different experts have different opinions about any treatment. Our proposed
method helps to choose the most weighted opinion out of all opinions. The weight of each
may depend on the qualification and experience of the expert, the cost of treatment, etc.

• Floyd-Warshall algorithm can be used to evaluate victim route planning.

• Information-Centric Network (ICN) heavily depends on the internet to perform information-
related activities, like information access and delivery. Sometimes, we face cache overlap
problems. To handle such problems, we can use the picture fuzzy Floyd-Warshall algorithm to
find the shortest path in each subnet for retrieving the cache memory data quickly and removing
invalid routes.
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