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#### Abstract

In this article, we highlight a new three-parameter heavy-tailed lifetime distribution that aims to extend the modeling possibilities of the Lomax distribution. It is called the extended Lomax distribution. The considered distribution naturally appears as the distribution of a transformation of a random variable following the logweighted power distribution recently introduced for percentage or proportion data analysis purposes. As a result, its cumulative distribution has the same functional basis as that of the Lomax distribution, but with a novel special logarithmic term depending on several parameters. The modulation of this logarithmic term reveals new types of asymetrical shapes, implying a modeling horizon beyond that of the Lomax distribution. In the first part, we examine several of its mathematical properties, such as the shapes of the related probability and hazard rate functions; stochastic comparisons; manageable expansions for various moments; and quantile properties. In particular, based on the quantile functions, various actuarial measures are discussed. In the second part, the distribution's applicability is investigated with the use of the maximum likelihood estimation method. The behavior of the obtained parameter estimates is validated by a simulation work. Insurance claim data are analyzed. We show that the proposed distribution outperforms eight well-known distributions, including the Lomax distribution and several extended Lomax distributions. In addition, we demonstrate that it gives preferable inferences from these competitor distributions in terms of risk measures.
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## 1 Introduction

A brief state of the art of the Lomax (Lo) distribution, as well as some of its recent extensions, is necessary to appreciate the interest of our study. To begin, the Lo distribution has two parameters and can be viewed as a variant of the generalized Pareto distribution, commonly known as the Pareto
of the second type (or type II). Mathematically speaking, it is defined by the following cumulative distribution function (cdf):
$F_{L o}(x ; \alpha, \beta)= \begin{cases}1-(1+\beta x)^{-\alpha}, & x>0, \\ 0, & x \leq 0,\end{cases}$
where $\alpha>0$ and $\beta>0$. Thus defined, $\alpha$ is a shape parameter and $\beta$ is a scale parameter. The probability density function (pdf) is defined by
$f_{L o}(x ; \alpha, \beta)= \begin{cases}\alpha \beta(1+\beta x)^{-\alpha-1}, & x>0, \\ 0, & x \leq 0,\end{cases}$
and the hazard rate function (hrf) is specified by
$h_{L o}(x ; \alpha, \beta)= \begin{cases}\frac{\alpha \beta}{1+\beta x}, & x>0, \\ 0, & x \leq 0,\end{cases}$
The Lo distribution has been used in a variety of ways in the literature. The authors in [1], for example, have widely used it for reliability modeling and life testing. When the data are heavily tailed, it has also been employed as an alternative to the exponential distribution (see [2]). The authors in [3] investigated the Lo distribution's record values. Some recurrence links between the moments of record values from the Lo distribution were suggested in [4]. The authors in [5] investigated the order statistics of non-identical right-truncated Lo random variables. In addition, numerous scholars have explored the Lo model from a Bayesian perspective, see, for example, [6]. The authors in [7] proposed a Bayesian estimation of the Lo distribution's survival function. The authors in [8] examined Lo distribution data that had been progressively type-II censored for competing risks. The authors in [9] have looked at the stress-strength model estimation problem for a Lo distribution based on general progressive-censored data. The authors in [10] discussed the Lo distribution's uses in economics, actuarial modeling, queuing difficulties, and biological sciences. The Lo distribution has been extended in various ways, with various transformations adding one or more parameters. Among these extensions, we may mention the Marshall-Olkin extended Lo distribution in [11], later study on the statistical side in [12], the exponentiated Lo distribution in [13], beta Lo distribution in [14], Poisson Lo distribution in [15], exponential Lo distribution in [16], gamma Lo distribution in [17], Weibull Lo distribution in [18], beta exponentiated Lo distribution in [19], power Lo distribution in [20], exponentiated Weibull Lo distribution in [21], Weibull generalized Lo distribution in [22], Marshall-Olkin exponential Lo distribution in [23], type II Topp-Leone power Lo distribution in [24], Marshall-Olkin length biased Lo distribution in [25], Kumaraswamy generalized power Lo distribution in [26], odd Burr Lo distribution in [27], sine power Lo distribution in [28], Nadarajah-Haghighi Lo distribution in [29], new modified inverse Lo distribution in [30], Maxwell-Lo distribution in [31], minimum Lindley Lomax distribution in [32], new Weibull inverse Lo distribution in [33], and quasi-Poisson exponentiated exponential Lo distribution in [34].

In this article, we investigate a new extension of the Lo distribution, called the extended Lomax (ELo) distribution. It is defined by the following cdf:
$F_{E L o}(x ; \alpha, \beta, \lambda)= \begin{cases}1-(1+\beta x)^{-\alpha}[1+\lambda \alpha \log (1+\beta x)], & x>0, \\ 0, & x \leq 0,\end{cases}$
where $\lambda \in[0,1], \alpha>0$ and $\beta>0$. Alternatively, we can write this cdf as the following weighted expression:
$F_{\text {ELo }}(x ; \alpha, \beta, \lambda)=1-\left[1-F_{L o}(x ; \alpha, \beta)\right] w(x ; \alpha, \beta, \lambda), \quad x \in \mathbb{R}$,
where $w(x ; \alpha, \beta, \lambda)=\left\{\begin{array}{ll}1+\lambda \alpha \log (1+\beta x), & x>0, \\ 0, & x \leq 0,\end{array}\right.$. When the parameters need to be explicit, we denote this distribution the $\operatorname{ELo}(\alpha, \beta, \lambda)$ distribution. If we take $\lambda=0$, it is clear that the ELo distribution reduces to the Lo distribution introduced in [35]. Essentially, the ELo distribution extends the mathematical definition of the Lo distribution by modulating the positive logarithmic terms $\log (1+\beta x)$ via the parameter $\lambda$. The presence of this logarithmic term and the additional parameter, $\lambda$, enhances the functional properties of the cdf of the Lo distribution. Some of the features of the ELo distribution that will be demonstrated later are listed below: (i) the ELo distribution is derived from a transformation of the log-weighted power (LP) distribution in [36], which supports the analytical definition of the weight function $w(x ; \alpha, \beta, \lambda)$; (ii) The ELo distribution is found to be heavy-tailed, with a decreasing or unimodal pdf and a decreasing or upside-down bathtub hrf, i.e., the hrf as only one extremum and it is a maximum, both having diverse asymetrical shapes; these properties are required for a variety of modeling goals, including the fit of insurance claim data; (iii) the ELo distribution satisfies comprehensive first-order stochastic comparisons; (iv) the main moment and quantile measures are in closed-form, including important actuarial risk measures; (v) the parameters of the ELo distribution are estimable via standard statistical methods, and, last but not least; (vi) the ELo distribution can be used quite efficiently in concrete lifetime data analysis, and is especially efficient for those with a heavy tail. All these points will be developed in an in-depth manner in the study, illustrated by the means of numerical tables and graphics, when necessary.

The rest of the paper is as follows: Section 2 shows the functional details of the ELo distribution. Technical properties are provided in Section 3, including stochastic comparisons, moment properties, and quantile properties. Section 4 concerns an efficient parametric estimation strategy in the case where the parameters of the ELo distribution are unknown. Section 5 is devoted to the applications of the ELo distribution to insurance claims data with both goodness-of-fits and actuarial measures. A conclusion is provided in Section 6.

## 2 Extended Lomax Distribution

### 2.1 Some Distributional Remarks

The ELo distribution is defined by the cdf given by (4). We recall that, as introduced in [36], the LP distribution is defined by the following cdf:
$F_{L P}(x ; \alpha, \lambda)= \begin{cases}1, & x \geq 1, \\ x^{\alpha}[1-\lambda \alpha \log (x)], & x \in(0,1), \\ 0, & x \leq 0,\end{cases}$
with $\lambda \in[0,1]$ and $\alpha>0$. An overview of the LP distribution is as follows. The LP distribution is created by applying an original logarithmic weighted function to the cdf of the transmuted power (TP) distribution. It can be viewed as a straightforward modification of the log-Lindley distribution created in [37]. Its definition establishes a special stochastic ordering that includes power, transmuted power, and log-weighted power distributions. A large panel of decreasing and sharp (mesokurtic) increasing-decreasing shapes for the pdf and flexible bathtub shapes for the hrf are established. The LP distribution thus offers a statistical substitute for the TP distribution. This claim was also
demonstrated practically; with the use of a standard estimation strategy, the LP model can offer a better fit than the TP model using real-life data sets.

The following result shows the link existing between the ELo and LP distribution.
Proposition 2.1. Let $X$ be a random variable following the LP distribution. The random variable $Y=(1 / \beta)\left(X^{-1}-1\right)$ with $\beta>0$ then follows the ELo distribution.

Proof. We proceed by using the cdfs of the involved random variables. Let us denote by $F_{Y}(x)$ the cdf of $Y$. First, we notice that the domain of definition of $Y$ is $(0,+\infty)$, implying that $F_{Y}(x)=0$ for $x \leq 0$. For $x>0$, we have

$$
\begin{align*}
F_{Y}(x)=P(Y \leq x) & =P\left(\frac{1}{\beta}\left(X^{-1}-1\right) \leq x\right)=P\left(X^{-1} \leq 1+\beta x\right)=P\left(X \geq(1+\beta x)^{-1}\right)  \tag{7}\\
& =1-F_{L P}\left((1+\beta x)^{-1} ; \alpha, \lambda\right)=1-(1+\beta x)^{-\alpha}[1+\lambda \alpha \log (1+\beta x)] .
\end{align*}
$$

We recognize the cdf of the ELo distribution, ending the proof of the proposition.

### 2.2 Study of the cdf and pdf

First, let us investigate the asymptotic behavior of the cdf of the ELo distribution presented in Eq. (4). We have
$F_{E L o}(x ; \alpha, \beta, \lambda)=\alpha \beta x(1-\lambda+\alpha \beta \lambda x)(1+o(1)) \rightarrow 0$ as $x \rightarrow 0$
and, for $\lambda \in(0,1]$,
$F_{E L o}(x ; \alpha, \beta, \lambda)=1-\lambda \alpha \beta^{-\alpha} x^{-\alpha} \log (x)(1+o(1)) \rightarrow 1$ as $x \rightarrow+\infty$.
Since the asymptotic property $1-F_{E L o}(x ; \alpha, \beta, \lambda)=C x^{-\gamma}(1+o(1))$ as $x \rightarrow+\infty$, where $C>0$ and $\gamma>0$, is not satisfied due to the presence of a $\operatorname{logarithmic}$ term $\log (x)$, the ELo distribution has not a fat tail, contrary to the Lo distribution corresponding to the case $\lambda=0$. The rest of this part is devoted to the analysis of the pdf of the ELo distribution. First, it is specified by
$f_{E L o}(x ; \alpha, \beta, \lambda)= \begin{cases}\alpha \beta(1+\beta x)^{-\alpha-1}[1-\lambda+\lambda \alpha \log (1+\beta x)], & x>0, \\ 0, & x \leq 0,\end{cases}$
Let us examine the analytical behavior of this function, beginning with the asymptotic behavior. We have
$\lim _{x \rightarrow 0^{+}} f_{E L o}(x ; \alpha, \beta, \lambda)=\alpha \beta(1-\lambda)$.
Thus, the parameter $\lambda$ modulates the value of $f_{E L O}(x ; \alpha, \beta, \lambda)$ at $x=0$; this value can be 0 for $\lambda=1$, which is not possible for the Lo distribution. For $\lambda \in(0,1]$, we have
$f_{E L o}(x ; \alpha, \beta, \lambda)=\lambda \alpha^{2} \beta^{-\alpha} x^{-\alpha-1} \log (x)(1+o(1)) \rightarrow+\infty$ as $x \rightarrow+\infty$.
As a result, the right tail of the ELo distribution decreases with a "logarihtmic-polynomial" decay, which is slightly slower than the right tail of the Lo distribution.

The following proposition studies the mode properties of the ELo distribution.

## Proposition 2.2.

- For $\lambda \in[0,(1+\alpha) /(1+2 \alpha)], f_{E L o}(x ; \alpha, \beta, \lambda)$ is decreasing.
- For $\lambda \in((1+\alpha) /(1+2 \alpha), 1], f_{E L o}(x ; \alpha, \beta, \lambda)$ has only one extremum which is a maximum given as

$$
\begin{equation*}
x_{*}=\frac{1}{\beta}\left(e^{[-\alpha(1-2 \lambda)-1+\lambda] / \lambda \alpha(\alpha+1)]}-1\right) . \tag{13}
\end{equation*}
$$

In this case, the ELo distribution is unimodal.
Proof. For $x \in(0,1)$, the first derivative of $f_{E L o}(x ; \alpha, \beta, \lambda)$ can be expressed as
$f_{E L o}^{\prime}(x ; \alpha, \beta, \lambda)=-\alpha \beta^{2}(1+\beta x)^{-\alpha-2}[\alpha(1-2 \lambda)+1-\lambda+\lambda \alpha(\alpha+1) \log (1+\beta x)]$.
Therefore, for $\lambda \in[0,(1+\alpha) /(1+2 \alpha)]$, since the term in bracket is immediately positive, it is clear that $f_{E L o}^{\prime}(x ; \alpha, \beta, \lambda)<0$, so $f_{E L o}(x ; \alpha, \beta, \lambda)$ is decreasing. For $\lambda \in[(1+\alpha) /(1+2 \alpha), 1]$, we have $f_{E L o}^{\prime}(x ; \alpha, \beta, \lambda)=0$ if and only if $x=x_{*}$ as given in (13). This point is a maximum since $f_{E L o}^{\prime}(x ; \alpha, \beta, \lambda)>$ 0 for $x \in\left(0, x_{*}\right)$ and $f_{E L o}^{\prime}(x ; \alpha, \beta, \lambda)<0$ for $x \in\left(x_{*},+\infty\right)$. Thus $x_{*}$ is the mode of the ELo distribution, it is thus unimodal in this case.

It is clear that for any $t>0$, we have $\int_{0}^{+\infty} e^{t x} f_{E L o}(x ; \alpha, \beta, \lambda) d x=+\infty$; the ELo distribution is heavy-tailed (but it is not fat-tailed, as previously shown).

Fig. 1 illustrates the mathematical result aboves by displaying several plots of $f_{E L o}(x ; \alpha, \beta, \lambda)$.


Figure 1: Plots of the pdf of the ELo distribution for the following sets of values: (a) $\beta=3, \lambda=0.1$ and $\alpha \in\{0.5,1,1.5,2,2.5\}$, (b) $\alpha=3, \lambda=0.8$ and $\beta \in\{1.5,2.5,3.5,4.5,5.5\}$, and (c) $\alpha=3, \beta=3$ and $\lambda \in\{0.1,0.3,0.6,0.8,1\}$

As expected, $f_{E L o}(x ; \alpha, \beta, \lambda)$ has decreasing or unimodal asymetrical shapes, with varying weights on the left tail and the right tail remaining more or less heavy depending on the values of the parameters. The functional possibilities of the Lo distribution are overpassed, as demonstrated in Fig. 2, where the unimodal shapes are totally abscent.

Now, consider the ratio function $f_{E L o}(x ; \alpha, \beta, \lambda) / f_{L o}(x ; \alpha, \beta)$ for a more in-depth comparison of the pdfs of the ELo and Lo distributions. We have
$\frac{f_{E L o}(x ; \alpha, \beta, \lambda)}{f_{L o}(x ; \alpha, \beta)}=1-\lambda+\lambda \alpha \log (1+\beta x)$.
Therefore, for $\lambda \in(0,1]$, if $x \in\left(0,\left(e^{1 / \alpha}-1\right) / \beta\right)$, then we have $f_{E L o}(x ; \alpha, \beta, \lambda)<f_{L o}(x ; \alpha, \beta)$, and of $x>\left(e^{1 / \alpha}-1\right) / \beta$, we have $f_{E L o}(x ; \alpha, \beta, \lambda)>f_{L o}(x ; \alpha, \beta)$. As a result, $x_{*}=\left(e^{1 / \alpha}-1\right) / \beta$ can be regarded as a transition point between the ELo and Lo distributions.


Figure 2: Recall of some plots of the pdf of the Lo distribution for the following sets of values: (a) $\beta=3$ and $\alpha \in\{0.5,1,1.5,2,2.5\}$, and (b) $\alpha=3$ and $\beta \in\{1.5,2.5,3.5,4.5,5.5\}$

### 2.3 Study of the hrf

The hrf of the ELo distribution is defined by
$h_{E L o}(x ; \alpha, \beta, \lambda)= \begin{cases}\alpha \beta \frac{1-\lambda+\lambda \alpha \log (1+\beta x)}{(1+\beta x)[1+\lambda \alpha \log (1+\beta x)]}, & x>0, \\ 0, & x \leq 0,\end{cases}$
The following limit holds:
$\lim _{x \rightarrow 0^{+}} h_{E L o}(x ; \alpha, \beta, \lambda)=\alpha \beta(1-\lambda)$.
The remarks made on $f_{E L o}(x ; \alpha, \beta, \lambda)$ when $x \rightarrow 0^{+}$are still valid here; the parameter $\lambda$ has a non-negligible effect on the initial value of $h_{E L o}(x ; \alpha, \beta, \lambda)$, can be equal to 0 . We have
$h_{E L o}(x ; \alpha, \beta, \lambda)=\frac{\alpha \beta}{1+\beta x}(1+o(1)) \rightarrow 0$ as $x \rightarrow+\infty$.
Thus, for all the configurations of the parameters, the hrf decays to 0 with a polynomial rate.
The shape behavior of the hrf is studied in the next proposition.

## Proposition 2.3.

- For $\lambda \in[0,2 /(1+\sqrt{4 \alpha+1})]$, $h_{E L o}(x ; \alpha, \beta, \lambda)$ is decreasing.
- For $\lambda \in(2 /(1+\sqrt{4 \alpha+1}), 1], h_{E L o}(x ; \alpha, \beta, \lambda)$ has only one extremum which is a maximum given as
$x_{*}=\frac{1}{\beta}\left(e^{(\lambda-2+\lambda \sqrt{4 \alpha+1}) / 2 \alpha \lambda)}-1\right)$.
In this last case, the shape of $h_{E L o}(x ; \alpha, \beta, \lambda)$ is upside-down bathtub.

Proof. We have
$h_{E L o}^{\prime}(x ; \alpha, \beta, \lambda)=-\alpha \beta^{2} \frac{P[\alpha \lambda \log (1+\beta x)]}{(1+\beta x)^{2}[1+\lambda \alpha \log (1+\beta x)]^{2}}$.
where
$P(u)=u^{2}+(2-\lambda) u-\alpha \lambda^{2}+1-\lambda, \quad u>0$.
Then the polynomial $P(u)$ has two roots given by
$u_{1}=\frac{1}{2}(\lambda-2-\lambda \sqrt{4 \alpha+1}), \quad u_{2}=\frac{1}{2}(\lambda-2+\lambda \sqrt{4 \alpha+1})$
and we have $P(u)=\left(u-u_{1}\right)\left(u-u_{2}\right)$. Since $\lambda \in[0,1]$, we always have $u_{1}<0$. Therefore, if $u_{2} \leq 0$, i.e., $\lambda \in[0,2 /(1+\sqrt{4 \alpha+1})]$, we have $P(u)>0$ for all $u>0$, implying that $h_{E L o}^{\prime}(x ; \alpha, \beta, \lambda)<0$, so $h_{E L o}(x ; \alpha, \beta, \lambda)$ is decreasing. If $u_{2} \geq 0$, i.e., $\lambda \in(2 /(1+\sqrt{4 \alpha+1}), 1]$, $u_{2}$ is a valid root for $P(u)$, and thus $h_{E L o}^{\prime}\left(x_{*} ; \alpha, \beta, \lambda\right)=0$ if and only if $\alpha \lambda \log \left(1+\beta x_{*}\right)=u_{2}$, so
$x_{*}=\frac{1}{\beta}\left(e^{u_{2} /(\alpha)}-1\right)$,
which can be expressed as (19). This point is a maximum since $h_{E L o}^{\prime}(x ; \alpha, \beta, \lambda)>0$ for $x \in\left(0, x_{*}\right)$ and $h_{E L o}^{\prime}(x ; \alpha, \beta, \lambda)<0$ for $x \in\left(x_{*},+\infty\right)$. Hence, the shape of $h_{E L o}(x ; \alpha, \beta, \lambda)$ is upside-down bathtub. This ends the proof.

Fig. 3 provides various plots of $h_{E L o}(x ; \alpha, \beta, \lambda)$ to demonstrate the above mathematical result.


Figure 3: Plots of the hrf of the ELo distribution for the following sets of values: (a) $(\alpha, \beta, \lambda) \in$ $\{(1.3,0.12,0.93),(0.6,0.08,0.69),(0.02,5.08,0.71)\}$ and (b) $(\alpha, \beta, \lambda) \in\{(2.5,1.5,0.2),(3.1,2.1,0.98)$, (3.6, 1, 0.99) \}

The UBFR property is particularly illustrated in Fig. 3b. For modeling purposes in the analysis of financial, survival, and environmental data, this is a desired property of the heavy-tailed distribution. We recall that the UBR property is not a quality of the Lo distribution, as shown in Fig. 4.


Figure 4: Recall of some plots of the hrf of the Lo distribution for the following sets of values: (a) $(\alpha, \beta) \in\{(2.5,1.5),(3.1,2.1),(3.6,1\}$ and $(b)(\alpha, \beta) \in\{(1.3,0.12),(0.6,0.08),(0.002,5.08)\}$

## 3 Technical Properties

Some technical properties of the ELo distribution are now examined.

### 3.1 Stochastic Comparisons

Following the approach presented in [38], we now study certain stochastic ordering aspects of the ELo distribution.

Proposition 3.1. The following first-order stochastic (FOS) comparisons hold:

- For $\alpha_{2} \geq \alpha_{1}$, the ELo $\left(\alpha_{1}, \beta, \lambda\right)$ distribution FOS dominates the ELo $\left(\alpha_{2}, \beta, \lambda\right)$ distribution; it is understood that the dominance is strict for $\alpha_{2}>\alpha_{1}$, with equality if and only if $\alpha_{2}=\alpha_{1}$.
- For $\beta_{2} \geq \beta_{1}$, the ELo $\left(\alpha, \beta_{1}, \lambda\right)$ distribution FOS dominates the ELo $\left(\alpha, \beta_{2}, \lambda\right)$ distribution.
- For $\lambda_{2} \geq \lambda_{1}$, the ELo $\left(\alpha, \beta, \lambda_{2}\right)$ distribution FOS dominates the ELo $\left(\alpha, \beta, \lambda_{1}\right)$ distribution. In particular, the ELo ( $\alpha, \beta, \lambda$ ) distribution FOS dominates the Lo distribution with parameters $\alpha$ and $\beta$.

Proof. We proceed by studying the monotonicity of $F_{E L o}(x ; \alpha, \beta, \lambda)$ according to the parameters.

- For $x>0$, we have

$$
\begin{equation*}
\frac{\partial}{\partial \alpha} F_{E L o}(x ; \alpha, \beta, \lambda)=(1+\beta x)^{-\alpha} \log (1+\beta x)[1-\lambda+\lambda \alpha \log (1+\beta x)] . \tag{24}
\end{equation*}
$$

Since $\lambda \in[0,1]$, we have $\partial F_{E L o}(x ; \alpha, \beta, \lambda) /(\partial \alpha) \geq 0$, so $F_{E L o}(x ; \alpha, \beta, \lambda)$ is increasing with respect to $\alpha$. Thus, for $\alpha_{2} \geq \alpha_{1}$, we have $F_{E L o}\left(x ; \alpha_{1}, \beta, \lambda\right) \leq F_{E L o}\left(x ; \alpha_{2}, \beta, \lambda\right)$, meaning that the $\operatorname{ELo}\left(\alpha_{1}, \beta, \lambda\right)$ distribution FOS dominates the $\operatorname{ELo}\left(\alpha_{2}, \beta, \lambda\right)$ distribution.

- For $x>0$, we have

$$
\begin{equation*}
\frac{\partial}{\partial \beta} F_{E L o}(x ; \alpha, \beta, \lambda)=\alpha x(1+\beta x)^{-\alpha-1}[1-\lambda+\lambda \alpha \log (1+\beta x)] . \tag{25}
\end{equation*}
$$

Since $\lambda \in[0,1]$, we have $\partial F_{E L o}(x ; \alpha, \beta, \lambda) /(\partial \beta) \geq 0$, so $F_{E L o}(x ; \alpha, \beta, \lambda)$ is increasing with respect to $\beta$. Thus, for $\beta_{2} \geq \beta_{1}$, we have $F_{E L o}\left(x ; \alpha, \beta_{1}, \lambda\right) \leq F_{E L o}\left(x ; \alpha, \beta_{2}, \lambda\right)$, meaning that the $\operatorname{ELo}\left(\alpha, \beta_{1}, \lambda\right)$ distribution $\operatorname{FOS}$ dominates the $\operatorname{ELo}\left(\alpha, \beta_{2}, \lambda\right)$ distribution. An alternative proof can be made for this point by using Proposition 2.1.

- For $x>0$, we have

$$
\begin{equation*}
\frac{\partial}{\partial \lambda} F_{E L o}(x ; \alpha, \beta, \lambda)=-(1+\beta x)^{-\alpha} \log (1+\beta x) \tag{26}
\end{equation*}
$$

It is clear that $\partial F_{E L o}(x ; \alpha, \beta, \lambda) /(\partial \lambda) \leq 0$, so $F_{E L o}(x ; \alpha, \beta, \lambda)$ is decreasing with respect to $\lambda$. Thus, for $\lambda_{2} \geq \lambda_{1}$, we have $F_{E L O}\left(x ; \alpha, \beta, \lambda_{2}\right) \leq F_{E L O}\left(x ; \alpha, \beta, \lambda_{1}\right)$, meaning that the $\operatorname{ELo}\left(\alpha, \beta, \lambda_{2}\right)$ distribution FOS dominates the $\operatorname{ELo}\left(\alpha, \beta, \lambda_{1}\right)$ distribution. By taking $\lambda_{2}=\lambda$ and $\lambda_{1}=0$, we conclude that the $\operatorname{ELo}(\alpha, \beta, \lambda)$ distribution FOS dominates the Lo distribution with parameters $\alpha$ and $\beta$.

This ends the proof.
Thanks to Proposition 3.1, we now see how random values from the ELo distribution can be relatively located in comparison to other random values of the ELo distribution with different parameters. This could be useful in cases where the practitioner is unsure which ELo distribution to employ while dealing with data. For further details on stochastic dominance, we may refer to [39-40].

### 3.2 Moment Properties

Because they can be used to explain statistical distribution properties, moment properties are important when specifying our probability distribution to work with. As a result, they help to describe the distribution. In this part, different types of moments of the ELo distribution are examined, along with their interpretation.

Hereafter, we designate by $X$ a random variable with the ELo distribution. The following result suggests a clear and simple finite sum expression for the $r^{\text {th }}$ moment of $X$.

Proposition 3.2. For any integer $r<\alpha-2$, the $r^{\text {th }}$ moment of $X$ exists, and it is given by $m_{r}=\mathbb{E}\left(X^{r}\right)$, where $\mathbb{E}$ stands for the expectation operator. It can be expressed by a finite sum as
$m_{r}=\frac{r}{\beta^{r}} \sum_{k=0}^{r-1}\binom{r-1}{k} \frac{(-1)^{r-1-k}}{\alpha-k-1}\left[1+\frac{\lambda \alpha}{\alpha-k-1}\right]$.
Proof. Since the ELo distribution has the support $(0,+\infty)$, we have

$$
\begin{align*}
m_{r} & =r \int_{0}^{+\infty} x^{r-1}\left[1-F_{E L o}(x ; \alpha, \beta, \lambda)\right] d x \\
& =r \int_{0}^{+\infty} x^{r-1}(1+\beta x)^{-\alpha}[1+\lambda \alpha \log (1+\beta x)] d x . \tag{28}
\end{align*}
$$

By performing the change of variable $x=(1 / \beta)(y-1)$ and applying the standard binomial formula, by noticing that $\alpha-k-1 \geq \alpha-r-2>0$ for $k=0, \ldots, r-1$, we obtain

$$
\begin{align*}
\mathbb{E}\left(X^{r}\right) & =\frac{r}{\beta^{r}} \int_{1}^{+\infty}(y-1)^{r-1} y^{-\alpha}[1+\lambda \alpha \log (y)] d y \\
& =\frac{r}{\beta^{r}} \sum_{k=0}^{r-1}\binom{r-1}{k}(-1)^{r-1-k} \int_{1}^{+\infty} y^{k-\alpha}[1+\lambda \alpha \log (y)] d y  \tag{29}\\
& =\frac{r}{\beta^{r}} \sum_{k=0}^{r-1}\binom{r-1}{k}(-1)^{r-1-k}\left[\frac{1}{\alpha-k-1}+\lambda \alpha \int_{1}^{+\infty} y^{k-\alpha} \log (y) d y\right] .
\end{align*}
$$

For the remaining integral term, upon the change of variable $y=e^{u /(\alpha-k-1)}$, since $\int_{0}^{+\infty} u e^{-u} d u=$ $\Gamma(2)=1$, we have

$$
\begin{equation*}
\int_{1}^{+\infty} y^{k-\alpha} \log (y) d y=\frac{1}{(\alpha-k-1)^{2}} \int_{0}^{+\infty} u e^{-u} d u=\frac{\Gamma(2)}{(\alpha-k-1)^{2}}=\frac{1}{(\alpha-k-1)^{2}} \tag{30}
\end{equation*}
$$

Therefore, by combining the above equalities, we get
$m_{r}=\frac{r}{\beta^{r}} \sum_{k=0}^{r-1}\binom{r-1}{k} \frac{(-1)^{r-1-k}}{\alpha-k-1}\left[1+\frac{\lambda \alpha}{\alpha-k-1}\right]$.
The stated result is obtained, ending the proof.
It is worth noting from Proposition 3.2 that the ELo distribution does not admit moments of all orders.

In particular, according to Proposition 3.2, for $\alpha>4$, the two first moments of $X$ are given by
$m_{1}=\frac{1}{(\alpha-1) \beta}\left(1+\frac{\lambda \alpha}{\alpha-1}\right)$
and
$m_{2}=\frac{2}{\beta^{2}}\left[-\frac{1}{\alpha-1}\left(1+\frac{\lambda \alpha}{\alpha-1}\right)+\frac{1}{\alpha-2}\left(1+\frac{\lambda \alpha}{\alpha-2}\right)\right]$

$$
\begin{equation*}
=\frac{2\left(2 \alpha^{2} \lambda+\alpha^{2}-3 \alpha \lambda-3 \alpha+2\right)}{\beta^{2}(\alpha-2)^{2}(\alpha-1)^{2}} . \tag{33}
\end{equation*}
$$

Similarly, Proposition 3.2 allows the variance, moments skewness and kurtosis of $X$ to be expressed in terms of $\alpha, \beta$ and $\lambda$, but they lack an especially interesting concise form.

Among the possible generalizations of the moments are the unconditional moments, which naturally appear in various survival measures and are more suitable for use in a practical setting with censored data. On this topic, we may refer to [41,42].

The next result expresses the $r^{\text {th }}$ unconditional moment of $X$ at a fixed value $t$.

Proposition 3.3. For any integer $r$ and fixed $t>0$, the $r^{\text {th }}$ unconditional moment of $X$ at a fixed value $t$ exists, and is given by $m_{r}(t)=\mathbb{E}\left(X^{r} \mid X \leq t\right)$. Under the condition that $r<\alpha-2$, it can be expressed as $m_{r}(t)=\frac{1}{1-(1+\beta t)^{-\alpha}[1+\lambda \alpha \log (1+\beta t)]} \times\left\{-t^{r}(1+\beta t)^{-\alpha}[1+\lambda \alpha \log (1+\beta t)]\right.$ $\left.+\frac{r}{\beta^{r}} \sum_{k=0}^{r-1}\binom{r-1}{k} \frac{(-1)^{r-1-k}}{\alpha-k-1}\left[1-(1+\beta t)^{k-\alpha+1}+\frac{\lambda \alpha \gamma(2, \log [(\alpha-k-1)(1+\beta t)])}{\alpha-k-1}\right]\right\}$,
where $\gamma(a, x)=\int_{0}^{x} t^{a-1} e^{-t} d t$ is the standard incomplete gamma function.
Proof. We have
$m_{r}(t)=\frac{1}{F_{E L o}(t ; \alpha, \beta, \lambda)} \int_{0}^{t} x^{r} f_{E L o}(x ; \alpha, \beta, \lambda) d x$.
For $t>0$, we have $F_{E L o}(t ; \alpha, \beta, \lambda)=1-(1+\beta t)^{-\alpha}[1+\lambda \alpha \log (1+\beta t)]$, and an integration by part yields
$\int_{0}^{t} x^{r} f_{E L o}(x ; \alpha, \beta, \lambda) d x$
$=-t^{r}\left[1-F_{E L o}(t ; \alpha, \beta, \lambda)\right]+r \int_{0}^{t} x^{r-1}\left[1-F_{E L o}(x ; \alpha, \beta, \lambda)\right] d x$
$=-t^{r}(1+\beta t)^{-\alpha}[1+\lambda \alpha \log (1+\beta t)]+r \int_{0}^{t} x^{r-1}(1+\beta x)^{-\alpha}[1+\lambda \alpha \log (1+\beta x)] d x$.
By performing the change of variable $x=(1 / \beta)(y-1)$ and applying the standard binomial formula, we get
$\int_{0}^{t} x^{r-1}(1+\beta x)^{-\alpha}[1+\lambda \alpha \log (1+\beta x)] d x$
$=\frac{1}{\beta^{r}} \int_{1}^{1+\beta t}(y-1)^{r-1} y^{-\alpha}[1+\lambda \alpha \log (y)] d y$
$=\frac{1}{\beta^{r}} \sum_{k=0}^{r-1}\binom{r-1}{k}(-1)^{r-1-k} \int_{1}^{1+\beta t} y^{k-\alpha}[1+\lambda \alpha \log (y)] d y$
$=\frac{1}{\beta^{r}} \sum_{k=0}^{r-1}\binom{r-1}{k}(-1)^{r-1-k}\left[\frac{1-(1+\beta t)^{k-\alpha+1}}{\alpha-k-1}+\lambda \alpha \int_{1}^{1+\beta t} y^{k-\alpha} \log (y) d y\right]$.
For the remaining integral term, by using the incomplete gamma function and doing the change of variable $y=e^{u /(\alpha-k-1)}$, we obtain

$$
\begin{equation*}
\int_{1}^{1+\beta t} y^{k-\alpha} \log (y) d y=\frac{1}{(\alpha-k-1)^{2}} \int_{0}^{\log [(\alpha-k-1)(1+\beta t)]} u e^{-u} d u=\frac{\gamma(2, \log [(\alpha-k-1)(1+\beta t)])}{(\alpha-k-1)^{2}} \tag{38}
\end{equation*}
$$

Therefore, by combining the above equalities, we get

$$
\begin{align*}
m_{r}(t)= & \frac{1}{1-(1+\beta t)^{-\alpha}[1+\lambda \alpha \log (1+\beta t)]} \times\left\{-t^{r}(1+\beta t)^{-\alpha}[1+\lambda \alpha \log (1+\beta t)]\right. \\
& \left.+\frac{r}{\beta^{r}} \sum_{k=0}^{r-1}\binom{r-1}{k} \frac{(-1)^{r-1-k}}{\alpha-k-1}\left[1-(1+\beta t)^{k-\alpha+1}+\frac{\lambda \alpha \gamma(2, \log [(\alpha-k-1)(1+\beta t)])}{\alpha-k-1}\right]\right\} . \tag{39}
\end{align*}
$$

The stated result is obtained, ending the proof of Proposition 3.3.
Based on the conditional moments, we can define the moments of the residual life of the ELo distribution, and the mean residual life (MRL) function in particular. We can refer to [43-45] to support the importance of this last function in various branches of probability and statistics.

### 3.3 Quantile Properties

Because the ELo distribution does not admit moments of all orders, its quantile properties are fascinating to investigate.

The next result is a closed-form expression for the quantile function (qf) of the ELo distribution.
Proposition 3.4. The qf of the ELo distribution is expressed as
$Q_{E L o}(u ; \alpha, \beta, \lambda)=\left\{\begin{array}{ll}\frac{1}{\beta}\left[(1-u)^{-1 / \alpha}-1\right] & \text { for } \lambda=0, \\ \frac{1}{\beta}\left[\left\{\frac{\lambda}{u-1} W\left[\frac{u-1}{\lambda} e^{-1 / \lambda}\right]\right\}^{1 / \alpha}-1\right] & \text { for } \lambda \in(0,1],\end{array} \quad u \in(0,1)\right.$,
where $W(x)$ denotes the Lambert function, i.e., satisfying the equation $W(x) e^{W(x)}=x$.
Proof. The qf is readily defined as $Q_{E L o}(u ; \alpha, \beta, \lambda)=F_{E L o}^{-1}(u ; \alpha, \beta, \lambda)$. Thus, we determine it via the following equivalences: For $\lambda>0$, we have
$1-(1+\beta x)^{-\alpha}[1+\lambda \alpha \log (1+\beta x)]=u \Leftrightarrow(1+\beta x)^{-\alpha}[1+\lambda \alpha \log (1+\beta x)]=1-u$
$\Leftrightarrow \log \left[(1+\beta x)^{\alpha}\right]=\frac{1}{\lambda}\left[(1-u)(1+\beta x)^{\alpha}-1\right] \Leftrightarrow(1+\beta x)^{\alpha}=e^{-1 / \lambda} e^{(1-u)(1+\beta x)^{\alpha} / \lambda}$
$\Leftrightarrow \frac{u-1}{\lambda}(1+\beta x)^{\alpha} e^{(u-1)(1+\beta x)^{\alpha} / \lambda}=\frac{u-1}{\lambda} e^{-1 / \lambda}$
$\Leftrightarrow \frac{u-1}{\lambda}(1+\beta x)^{\alpha}=W\left[\frac{u-1}{\lambda} e^{-1 / \lambda}\right]$
$\Leftrightarrow x=\frac{1}{\beta}\left[\left\{\frac{\lambda}{u-1} W\left[\frac{u-1}{\lambda} e^{-1 / \lambda}\right]\right\}^{1 / \alpha}-1\right]$.
The desired expression is established, ending the proof of Proposition 3.4.

There are several interests in having a closed-form expression of the qf. First of all, the main quartiles of the ELo distribution can be exhibited. In particular, the median is obtained as
$M=Q_{E L o}\left(\frac{1}{2} ; \alpha, \beta, \lambda\right)= \begin{cases}\frac{1}{\beta}\left(2^{1 / \alpha}-1\right) & \text { for } \lambda=0, \\ \frac{1}{\beta}\left[\left\{-2 \lambda W\left[-\frac{1}{2 \lambda} e^{-1 / \lambda}\right]\right\}^{1 / \alpha}-1\right] & \text { for } \lambda \in(0,1] .\end{cases}$
The qf and random values from the uniform distribution over $[0,1]$ can be used to generate random values from a random variable $X$ following the ELo distribution.

Since the ELo distribution does not admit moments of all orders, quantile measures of skewness and kurtosis, as proposed in $[46,47]$ respectively can be useful. They are respectively defined as
$S_{\text {Galton }}=\frac{Q_{E L o}(6 / 8 ; \alpha, \beta, \lambda)-2 Q_{E L o}(4 / 8 ; \alpha, \beta, \lambda)+Q_{E L o}(2 / 8 ; \alpha, \beta, \lambda)}{Q_{E L o}(6 / 8 ; \alpha, \beta, \lambda)-Q_{E L o}(2 / 8 ; \alpha, \beta, \lambda)}$,
and
$K_{\text {Moors }}=\frac{Q_{E L o}(7 / 8 ; \alpha, \beta, \lambda)-Q_{E L o}(5 / 8 ; \alpha, \beta, \lambda)+Q_{E L o}(3 / 8 ; \alpha, \beta, \lambda)-Q_{E L o}(1 / 8 ; \alpha, \beta, \lambda)}{Q_{E L o}(6 / 8 ; \alpha, \beta, \lambda)-Q_{E L o}(2 / 8 ; \alpha, \beta, \lambda)}$.
In our heavy-tailed distribution setting, we propose to focus on actuarial measures based on the qf. The first measure is the value at risk (VaR). In the setting of the ELo distribution, it is simply defined by
$V a R_{q}=Q_{E L o}(q ; \alpha, \beta, \lambda), \quad q \in(0,1)$.
The second mesure is the expected shortfall (ES) introduced by [48], and generally considered as a better measure than VaR. It is defined by
$E S_{q}=\frac{1}{q} \int_{0}^{q} V a R_{x} d x, \quad q \in(0,1)$.
Fig. 5 presents the shape of these actual measures for various values of the parameters with respect to $q$.

According to Fig. 5, both $\operatorname{Va}_{q}$ and $E S_{q}$ are increasing and convex, with a more or less angular shape.

In addition to the above quantile material, advanced quantile modeling can be done using the qf . See [49] for further details.


Figure 5: Plots of (a) $V a R_{q}$ and (b) $E S_{q}$ for the ELo distribution for various values of the parameters and $q \in(0,1)$

## 4 Estimation

We now want to estimate the unknown parameters $\alpha, \beta$, and $\lambda$ in the ELo distribution using data that can be logically fitted with this distribution. To do so, we employ the maximum likelihood (ML) method for complete samples. We describe it in detail below, and perform a simulated experiment on the obtained estimates.

### 4.1 Method

Let $x_{1}, \ldots, x_{n}$ represent $n$ independent observations from a random variable $X$ following the $\operatorname{ELo}(\alpha, \beta, \lambda)$ distribution. Then, based on the pdf specified by (10) and $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$, the likelihood function is specified by
$L(\alpha, \beta, \lambda ; \mathbf{x})=\prod_{i=1}^{n} f_{E L o}\left(x_{i} ; \alpha, \beta, \lambda\right)=\prod_{i=1}^{n} \alpha \beta\left(1+\beta x_{i}\right)^{-\alpha-1}\left[1-\lambda+\lambda \alpha \log \left(1+\beta x_{i}\right)\right]$.
Clearly, the ELo distribution does not belong to the exponential family form; the PitmanKoopman theorem applies. The ML estimates (MLEs) of $\alpha$ and $\lambda$ are given by
$(\hat{\alpha}, \hat{\beta}, \hat{\lambda})=\operatorname{argmax}_{(\alpha, \beta, \lambda)} L(\alpha, \beta, \lambda ; \mathbf{x})$.
Alternatively, they may be defined as
$(\hat{\alpha}, \hat{\beta}, \hat{\lambda})=\operatorname{argmax}_{(\alpha, \beta, \lambda)} \ell(\alpha, \beta, \lambda ; \mathbf{x})$,
where $\ell(\alpha, \lambda ; \mathbf{x})$ refers to the log-likelihood function given by
$\ell(\alpha, \beta, \lambda ; \mathbf{x})$
$=\log [L(\alpha, \beta, \lambda ; \mathbf{x})]$
$=n \log (\alpha)+n \log (\beta)-(\alpha+1) \sum_{i=1}^{n} \log \left(1+\beta x_{i}\right)+\sum_{i=1}^{n} \log \left[1-\lambda+\lambda \alpha \log \left(1+\beta x_{i}\right)\right]$.
They can be obtained by solving the following non-linear equations with respect to $\alpha$ and $\lambda$
$\frac{\partial \ell(\alpha, \beta, \lambda ; \mathbf{x})}{\partial \alpha}=0, \quad \frac{\partial \ell(\alpha, \beta, \lambda ; \mathbf{x})}{\partial \beta}=0, \quad \frac{\partial \ell(\alpha, \beta, \lambda ; \mathbf{x})}{\partial \lambda}=0$,
where
$\frac{\partial \ell(\alpha, \beta, \lambda ; \mathbf{x})}{\partial \alpha}=\frac{n}{\alpha}-\sum_{i=1}^{n} \log \left(1+\beta x_{i}\right)+\sum_{i=1}^{n} \frac{\lambda \log \left(1+\beta x_{i}\right)}{1-\lambda+\lambda \alpha \log \left(1+\beta x_{i}\right)}$,
$\frac{\partial \ell(\alpha, \beta, \lambda ; \mathbf{x})}{\partial \beta}=\frac{n}{\beta}-(\alpha+1) \sum_{i=1}^{n} \frac{x_{i}}{1+\beta x_{i}}+\sum_{i=1}^{n} \frac{\lambda \alpha x_{i}}{\left.\left(1+\beta x_{i}\right) \mid 1-\lambda+\lambda \alpha \log \left(1+\beta x_{i}\right)\right]}$
and
$\frac{\partial \ell(\alpha, \beta, \lambda ; \mathbf{x})}{\partial \lambda}=\sum_{i=1}^{n} \frac{\alpha \log \left(1+\beta x_{i}\right)-1}{1-\lambda+\lambda \alpha \log \left(1+\beta x_{i}\right)}$.
Unfortunately, because the above equations have no explicit solutions, any numerical approximation technique can be utilized to obtain them. The related standard errors (SEs) can be determined through the calculation of the estimated Fisher information matrix. To accomplish the above calculations, the AdequacyModel package in R - Statistical Computing Environment can be used.

The ML method has the advantage of ensuring interesting features for MLEs, such as asymptotic unbiasedness and normality. In particular, the asymptotic unbiasedness provides theoretical guarantees on the fact that, for $n$ large enough, the MLEs must be close to the true unknown parameter values. However, there is no solid guarantee for small $n$. The asymptotic normality allows us to construct confidence intervals and statistical tests on the unknown parameters based on the normal or normaltransformaiton distribution [50]. Contains more information about these features. We can estimate all of the underlying functions of the ELo distribution using MLEs. In particular, an estimate of the cdf and pdf are given by $\hat{F}_{E L o}(x)=F(x ; \hat{\alpha}, \hat{\beta}, \hat{\lambda})$ and $\hat{f}_{E L o}(x)=f(x ; \hat{\alpha}, \hat{\beta}, \hat{\lambda})$, respectively. With the same substitution approach, one can estimate various measures, such as the actuarial measures as defined in (45) and (46).

The above methodology is for complete samples. Other types of samples, such as censored data samples, can be investigated with appropriate modifications to the definition of the likelihood function. On this topic, we may refer the reader to [7,8,11,51].

The rest of this section is devoted to simulated tests proving the nice behavior of the MLEs.

### 4.2 Simulation Study

We carry out a Monte Carlo simulation study in order to underline the accuracy of the MLEs parameters of the ELo distribution. To this end, $N=600$ samples are considered at varying sample sizes, chosen as: $n=20,40, \ldots, 600$ for the following parameter value scenarios: Set $1:(\alpha=1$,
$\beta=1.5, \lambda=0.2)$, Set $2:(\alpha=1.5, \beta=0.5, \lambda=0.2)$, and Set $3:(\alpha=2, \beta=0.5, \lambda=0.1)$. The average MLEs are calculated, as well as the bias and the mean squared error (MSE) defined by
$\operatorname{Bias}(\hat{\theta})=\sum_{i=1}^{600} \frac{\widehat{\theta}_{i}}{600}-\theta, \quad \operatorname{MSE}(\hat{\theta})=\sum_{i=1}^{600} \frac{\left(\widehat{\theta_{i}}-\theta\right)^{2}}{600}$,
respectively, where $\theta \in\{\alpha, \beta, \lambda\}$, and the index $i$ refers to the $i^{t^{h}}$ sample for the given sample size. The detailed summary of the simulation is depicted in Tables 1-3 for Sets 1, 2 and 3, respectively. For a visual approach, the corresponding plots are given in Figs. 6-8, respectively, with $n$ in absisse.

Table 1: Simulation results on the estimates of the parameters of the ELo distribution for Set 1

| Set 1 |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MLE |  |  | MSE |  |  | Bias |  |  |
| $n$ | $\alpha$ | $\beta$ | $\lambda$ | $\alpha$ | $\beta$ | $\lambda$ | $\alpha$ | $\beta$ | $\lambda$ |
| 20 | 1.4116 | 1.8076 | 0.2759 | 1.1817 | 1.6871 | 0.0484 | 0.4116 | 0.3076 | 0.0759 |
| 40 | 1.1537 | 1.7511 | 0.2696 | 0.2464 | 0.9578 | 0.0456 | 0.1537 | 0.2511 | 0.0696 |
| 60 | 1.0750 | 1.7390 | 0.2517 | 0.1322 | 0.7037 | 0.0440 | 0.0750 | 0.2390 | 0.0517 |
| 80 | 1.0647 | 1.7536 | 0.2668 | 0.0848 | 0.5822 | 0.0427 | 0.0647 | 0.2536 | 0.0668 |
| 100 | 1.0349 | 1.7440 | 0.2508 | 0.0592 | 0.5617 | 0.0415 | 0.0349 | 0.2440 | 0.0508 |
| 120 | 1.0281 | 1.7049 | 0.2449 | 0.0455 | 0.4566 | 0.0421 | 0.0281 | 0.2049 | 0.0449 |
| 140 | 1.0205 | 1.7207 | 0.2499 | 0.0432 | 0.3915 | 0.0413 | 0.0205 | 0.2207 | 0.0499 |
| 160 | 1.0131 | 1.6938 | 0.2393 | 0.0336 | 0.3334 | 0.0399 | 0.0131 | 0.1938 | 0.0393 |
| 180 | 1.0170 | 1.7009 | 0.2504 | 0.0301 | 0.3059 | 0.0414 | 0.0170 | 0.2009 | 0.0504 |
| 200 | 0.9923 | 1.7197 | 0.2400 | 0.0298 | 0.3081 | 0.0401 | -0.0077 | 0.2197 | 0.0400 |
| 220 | 0.9947 | 1.6971 | 0.2328 | 0.0260 | 0.2791 | 0.0402 | -0.0053 | 0.1971 | 0.0328 |
| 240 | 1.0028 | 1.6664 | 0.2373 | 0.0225 | 0.2545 | 0.0402 | 0.0028 | 0.1664 | 0.0373 |
| 260 | 0.9980 | 1.6849 | 0.2340 | 0.0226 | 0.2476 | 0.0386 | -0.0020 | 0.1849 | 0.0340 |
| 280 | 0.9957 | 1.7272 | 0.2477 | 0.0208 | 0.3106 | 0.0415 | -0.0043 | 0.2272 | 0.0477 |
| 300 | 0.9933 | 1.6966 | 0.2355 | 0.0200 | 0.2525 | 0.0412 | -0.0067 | 0.1966 | 0.0355 |
| 320 | 0.9877 | 1.7067 | 0.2332 | 0.0183 | 0.2543 | 0.0396 | -0.0123 | 0.2067 | 0.0332 |
| 340 | 0.9924 | 1.7035 | 0.2407 | 0.0178 | 0.2381 | 0.0396 | -0.0076 | 0.2035 | 0.0407 |
| 360 | 0.9817 | 1.7095 | 0.2316 | 0.0175 | 0.2512 | 0.0412 | -0.0183 | 0.2095 | 0.0316 |
| 380 | 0.9830 | 1.7154 | 0.2394 | 0.0161 | 0.2452 | 0.0396 | -0.0170 | 0.2154 | 0.0394 |
| 400 | 0.9929 | 1.6859 | 0.2391 | 0.0175 | 0.2311 | 0.0394 | -0.0071 | 0.1859 | 0.0391 |
| 420 | 0.9815 | 1.6756 | 0.2256 | 0.0141 | 0.2020 | 0.0380 | -0.0185 | 0.1756 | 0.0256 |
| 440 | 0.9809 | 1.6663 | 0.2227 | 0.0154 | 0.2148 | 0.0387 | -0.0191 | 0.1663 | 0.0227 |
| 460 | 0.9910 | 1.6731 | 0.2371 | 0.0143 | 0.1875 | 0.0386 | -0.0090 | 0.1731 | 0.0371 |
| 480 | 0.9897 | 1.6662 | 0.2316 | 0.0138 | 0.1784 | 0.0382 | -0.0103 | 0.1662 | 0.0316 |
| 500 | 0.9831 | 1.6882 | 0.2312 | 0.0133 | 0.2043 | 0.0389 | -0.0169 | 0.1882 | 0.0312 |
| 520 | 0.9884 | 1.6829 | 0.2349 | 0.0125 | 0.2141 | 0.0390 | -0.0116 | 0.1829 | 0.0349 |
| 540 | 0.9824 | 1.6482 | 0.2174 | 0.0132 | 0.1690 | 0.0379 | -0.0176 | 0.1482 | 0.0174 |
| 560 | 0.9866 | 1.6374 | 0.2163 | 0.0132 | 0.1644 | 0.0370 | -0.0134 | 0.1374 | 0.0163 |
| 580 | 0.9858 | 1.6710 | 0.2317 | 0.0120 | 0.1671 | 0.0392 | -0.0142 | 0.1710 | 0.0317 |
| 600 | 0.9804 | 1.6760 | 0.2270 | 0.0118 | 0.1686 | 0.0360 | -0.0196 | 0.1760 | 0.0270 |

Table 2: Simulation results on the estimates of the parameters of the ELo distribution for Set 2

| Set 2 |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MLE |  |  | MSE |  |  | Bias |  |  |
| $n$ | $\alpha$ | $\beta$ | $\lambda$ | $\alpha$ | $\beta$ | $\lambda$ | $\alpha$ | $\beta$ | $\lambda$ |
| 20 | 2.2278 | 0.6668 | 0.2834 | 2.3761 | 0.5302 | 0.0449 | 0.7278 | 0.1668 | 0.0834 |
| 40 | 1.8718 | 0.5699 | 0.2537 | 1.0304 | 0.1318 | 0.0395 | 0.3718 | 0.0699 | 0.0537 |
| 60 | 1.7051 | 0.5658 | 0.2344 | 0.5807 | 0.1062 | 0.0341 | 0.2051 | 0.0658 | 0.0344 |
| 80 | 1.6350 | 0.5636 | 0.2314 | 0.3142 | 0.0808 | 0.0349 | 0.1350 | 0.0636 | 0.0314 |
| 100 | 1.5842 | 0.5610 | 0.2294 | 0.2286 | 0.0627 | 0.0339 | 0.0842 | 0.0610 | 0.0294 |
| 120 | 1.5773 | 0.5528 | 0.2223 | 0.1873 | 0.0617 | 0.0341 | 0.0773 | 0.0528 | 0.0223 |
| 140 | 1.5382 | 0.5559 | 0.2179 | 0.1286 | 0.0515 | 0.0341 | 0.0382 | 0.0559 | 0.0179 |
| 160 | 1.5250 | 0.5501 | 0.2160 | 0.1003 | 0.0426 | 0.0343 | 0.0250 | 0.0501 | 0.0160 |
| 180 | 1.5334 | 0.5441 | 0.2193 | 0.0939 | 0.0362 | 0.0329 | 0.0334 | 0.0441 | 0.0193 |
| 200 | 1.4963 | 0.5539 | 0.2142 | 0.0847 | 0.0391 | 0.0318 | -0.0037 | 0.0539 | 0.0142 |
| 220 | 1.4993 | 0.5454 | 0.2086 | 0.0782 | 0.0314 | 0.0322 | -0.0007 | 0.0454 | 0.0086 |
| 240 | 1.5081 | 0.5381 | 0.2162 | 0.0604 | 0.0278 | 0.0333 | 0.0081 | 0.0381 | 0.0162 |
| 260 | 1.5018 | 0.5413 | 0.2121 | 0.0620 | 0.0264 | 0.0298 | 0.0018 | 0.0413 | 0.0121 |
| 280 | 1.4892 | 0.5451 | 0.2146 | 0.0516 | 0.0257 | 0.0298 | -0.0108 | 0.0451 | 0.0146 |
| 300 | 1.4903 | 0.5484 | 0.2146 | 0.0517 | 0.0282 | 0.0326 | -0.0097 | 0.0484 | 0.0146 |
| 320 | 1.4763 | 0.5492 | 0.2107 | 0.0472 | 0.0250 | 0.0323 | -0.0237 | 0.0492 | 0.0107 |
| 340 | 1.4791 | 0.5409 | 0.2002 | 0.0461 | 0.0259 | 0.0301 | -0.0209 | 0.0409 | 0.0002 |
| 360 | 1.4674 | 0.5455 | 0.2037 | 0.0428 | 0.0240 | 0.0309 | -0.0326 | 0.0455 | 0.0037 |
| 380 | 1.4665 | 0.5482 | 0.2102 | 0.0414 | 0.0236 | 0.0310 | -0.0335 | 0.0482 | 0.0102 |
| 400 | 1.4800 | 0.5327 | 0.1992 | 0.0420 | 0.0219 | 0.0301 | -0.0200 | 0.0327 | -0.0008 |
| 420 | 1.4689 | 0.5419 | 0.2077 | 0.0336 | 0.0206 | 0.0307 | -0.0311 | 0.0419 | 0.0077 |
| 440 | 1.4732 | 0.5377 | 0.2028 | 0.0391 | 0.0231 | 0.0306 | -0.0268 | 0.0377 | 0.0028 |
| 460 | 1.4757 | 0.5310 | 0.2015 | 0.0348 | 0.0170 | 0.0304 | -0.0243 | 0.0310 | 0.0015 |
| 480 | 1.4757 | 0.5347 | 0.2000 | 0.0334 | 0.0208 | 0.0308 | -0.0243 | 0.0347 | 0.0000 |
| 500 | 1.4649 | 0.5340 | 0.1957 | 0.0323 | 0.0174 | 0.0290 | -0.0351 | 0.0340 | -0.0043 |
| 520 | 1.4777 | 0.5377 | 0.2102 | 0.0301 | 0.0189 | 0.0302 | -0.0223 | 0.0377 | 0.0102 |
| 540 | 1.4710 | 0.5356 | 0.2018 | 0.0305 | 0.0180 | 0.0312 | -0.0290 | 0.0356 | 0.0018 |
| 560 | 1.4721 | 0.5303 | 0.1940 | 0.0309 | 0.0172 | 0.0318 | -0.0279 | 0.0303 | -0.0060 |
| 580 | 1.4669 | 0.5304 | 0.1948 | 0.0262 | 0.0158 | 0.0299 | -0.0331 | 0.0304 | -0.0052 |
| 600 | 1.4605 | 0.5322 | 0.1948 | 0.0279 | 0.0153 | 0.0276 | -0.0396 | 0.0322 | -0.0052 |

Table 3: Simulation results on the estimates of the parameters of the ELo distribution for Set 3

| Set 3 |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MLE |  |  | MSE |  |  | Bias |  |  |
| $n$ | $\alpha$ | $\beta$ | $\lambda$ | $\alpha$ | $\beta$ | $\lambda$ | $\alpha$ | $\beta$ | $\lambda$ |
| 20 | 2.9239 | 0.6693 | 0.1364 | 3.0924 | 0.5976 | 0.0330 | 0.9239 | 0.1693 | 0.0364 |
| 40 | 2.6335 | 0.5764 | 0.1216 | 1.9275 | 0.2216 | 0.0289 | 0.6335 | 0.0764 | 0.0216 |
| 60 | 2.4031 | 0.5631 | 0.1216 | 1.2729 | 0.1433 | 0.0255 | 0.4031 | 0.0631 | 0.0216 |
| 80 | 2.3194 | 0.5610 | 0.1311 | 0.8924 | 0.1070 | 0.0280 | 0.3194 | 0.0610 | 0.0311 |
| 100 | 2.2436 | 0.5659 | 0.1287 | 0.7248 | 0.1046 | 0.0269 | 0.2436 | 0.0659 | 0.0287 |

Table 3 (continued)

| Set 3 |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MLE |  |  | MSE |  |  | Bias |  |  |
| $n$ | $\alpha$ | $\beta$ | $\lambda$ | $\alpha$ | $\beta$ | $\lambda$ | $\alpha$ | $\beta$ | $\lambda$ |
| 120 | 2.2094 | 0.5652 | 0.1361 | 0.5522 | 0.1009 | 0.0301 | 0.2094 | 0.0652 | 0.0361 |
| 140 | 2.1415 | 0.5597 | 0.1315 | 0.3776 | 0.0731 | 0.0261 | 0.1415 | 0.0597 | 0.0315 |
| 160 | 2.1173 | 0.5637 | 0.1411 | 0.2811 | 0.0710 | 0.0292 | 0.1173 | 0.0637 | 0.0411 |
| 180 | 2.1220 | 0.5495 | 0.1278 | 0.2905 | 0.0601 | 0.0267 | 0.1220 | 0.0495 | 0.0278 |
| 200 | 2.0696 | 0.5715 | 0.1454 | 0.2392 | 0.0659 | 0.0285 | 0.0696 | 0.0715 | 0.0454 |
| 220 | 2.0705 | 0.5564 | 0.1261 | 0.2223 | 0.0586 | 0.0250 | 0.0705 | 0.0564 | 0.0261 |
| 240 | 2.0821 | 0.5355 | 0.1223 | 0.1969 | 0.0429 | 0.0217 | 0.0821 | 0.0355 | 0.0223 |
| 260 | 2.0624 | 0.5483 | 0.1325 | 0.1792 | 0.0397 | 0.0238 | 0.0624 | 0.0483 | 0.0325 |
| 280 | 2.0441 | 0.5552 | 0.1392 | 0.1338 | 0.0442 | 0.0257 | 0.0441 | 0.0552 | 0.0392 |
| 300 | 2.0343 | 0.5681 | 0.1498 | 0.1107 | 0.0482 | 0.0314 | 0.0343 | 0.0681 | 0.0498 |
| 320 | 2.0233 | 0.5568 | 0.1347 | 0.1126 | 0.0401 | 0.0243 | 0.0233 | 0.0568 | 0.0347 |
| 340 | 2.0251 | 0.5570 | 0.1342 | 0.0968 | 0.0455 | 0.0251 | 0.0251 | 0.0570 | 0.0342 |
| 360 | 2.0054 | 0.5701 | 0.1479 | 0.0908 | 0.0450 | 0.0295 | 0.0054 | 0.0701 | 0.0479 |
| 380 | 2.0009 | 0.5564 | 0.1377 | 0.0829 | 0.0351 | 0.0242 | 0.0009 | 0.0564 | 0.0377 |
| 400 | 2.0275 | 0.5493 | 0.1404 | 0.0866 | 0.0337 | 0.0258 | 0.0275 | 0.0493 | 0.0404 |
| 420 | 2.0003 | 0.5546 | 0.1403 | 0.0628 | 0.0321 | 0.0255 | 0.0003 | 0.0546 | 0.0403 |
| 440 | 2.0044 | 0.5494 | 0.1313 | 0.0794 | 0.0338 | 0.0262 | 0.0044 | 0.0494 | 0.0313 |
| 460 | 2.0151 | 0.5339 | 0.1244 | 0.0707 | 0.0226 | 0.0216 | 0.0151 | 0.0339 | 0.0244 |
| 480 | 2.0130 | 0.5369 | 0.1239 | 0.0617 | 0.0252 | 0.0213 | 0.0130 | 0.0369 | 0.0239 |
| 500 | 1.9974 | 0.5444 | 0.1294 | 0.0589 | 0.0244 | 0.0222 | -0.0026 | 0.0444 | 0.0294 |
| 520 | 2.0194 | 0.5402 | 0.1332 | 0.0654 | 0.0254 | 0.0219 | 0.0194 | 0.0402 | 0.0332 |
| 540 | 2.0042 | 0.5462 | 0.1347 | 0.0585 | 0.0253 | 0.0246 | 0.0042 | 0.0462 | 0.0347 |
| 560 | 2.0083 | 0.5411 | 0.1291 | 0.0565 | 0.0235 | 0.0241 | 0.0083 | 0.0411 | 0.0291 |
| 580 | 2.0004 | 0.5382 | 0.1264 | 0.0476 | 0.0211 | 0.0221 | 0.0004 | 0.0382 | 0.0264 |
| 600 | 1.9997 | 0.5460 | 0.1349 | 0.0565 | 0.0243 | 0.0213 | -0.0003 | 0.0460 | 0.0349 |

These tables and figures reveal that MLEs perform well for estimating the parameters of the ELo distribution. Indeed, as sample size increases, both the bias and MSE are reduced. Therefore, the MLEs and their asymptotic properties can be used quite efficiently. It is worth noting that the MLEs for the parameters in Sets 2 and 3 have better behavior than those in Set 1, especially regarding the estimation of $\beta$, which is taken larger. Additional tests prove that, for the considered sets and all the parameters, the estimation becomes quite efficient for a greater value of $n$.

We complete the above analysis with a precise study of the mean absolute error (MAE) defined by
$\operatorname{MAE}(\hat{\theta})=\sum_{i=1}^{600} \frac{\left|\widehat{\theta_{i}}-\theta\right|}{600}$
where $\theta \in\{\alpha, \beta, \lambda\}$, and the index $i$ refers to the $i^{\text {th }}$ sample for the given sample size, for Sets 1,2 , and 3 .


Figure 6: Plots of the simulation results on the estimates of the parameters of the ELo distribution for Set 1: (a) Average MLEs, (b) MSEs, (c) Absolute biases and (d) Biases


Figure 7: Plots of the simulation results on the estimates of the parameters of the ELo distribution for Set 2: (a) Average MLEs, (b) MSEs, (c) Absolute biases and (d) Biases


Figure 8: Plots of the simulation results on the estimates of the parameters of the ELo distribution for Set 3: (a) Average MLEs, (b) MSEs, (c) Absolute biases and (d) Biases

The results are presented in Table 4.
Table 4: Simulation results on the MAEs of the parameters of the ELo distribution for Sets 1, 2 and 3

| $n$ | Set 1 |  |  | Set 2 |  |  | Set 3 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\alpha$ | $\beta$ | $\lambda$ | $\alpha$ | $\beta$ | $\lambda$ | $\alpha$ | $\beta$ | $\lambda$ |
| 20 | 0.6141 | 0.9804 | 0.2006 | 1.0372 | 0.4346 | 0.1847 | 1.3469 | 0.4821 | 0.1462 |
| 40 | 0.3248 | 0.7011 | 0.1941 | 0.6455 | 0.2603 | 0.1682 | 0.9864 | 0.3370 | 0.1364 |
| 60 | 0.2525 | 0.6165 | 0.1923 | 0.4767 | 0.2270 | 0.1531 | 0.7610 | 0.2723 | 0.1287 |
| 80 | 0.2112 | 0.5395 | 0.1889 | 0.3726 | 0.1976 | 0.1564 | 0.6268 | 0.2419 | 0.1336 |
| 100 | 0.1857 | 0.5319 | 0.1876 | 0.3299 | 0.1813 | 0.1519 | 0.5587 | 0.2334 | 0.1299 |
| 120 | 0.1677 | 0.4773 | 0.1894 | 0.3016 | 0.1728 | 0.1542 | 0.4965 | 0.2224 | 0.1382 |
| 140 | 0.1567 | 0.4368 | 0.1879 | 0.2581 | 0.1608 | 0.1550 | 0.4194 | 0.1958 | 0.1275 |
| 160 | 0.1449 | 0.4032 | 0.1851 | 0.2347 | 0.1420 | 0.1548 | 0.3626 | 0.1878 | 0.1340 |
| 180 | 0.1399 | 0.4041 | 0.1892 | 0.2352 | 0.1398 | 0.1487 | 0.3728 | 0.1778 | 0.1289 |
| 200 | 0.1366 | 0.4043 | 0.1866 | 0.2244 | 0.1441 | 0.1465 | 0.3430 | 0.1817 | 0.1334 |
| 220 | 0.1298 | 0.3844 | 0.1869 | 0.2209 | 0.1319 | 0.1483 | 0.3365 | 0.1737 | 0.1261 |
| 240 | 0.1212 | 0.3681 | 0.1862 | 0.1915 | 0.1266 | 0.1503 | 0.2998 | 0.1472 | 0.1179 |
| 260 | 0.1222 | 0.3662 | 0.1835 | 0.1901 | 0.1178 | 0.1417 | 0.2887 | 0.1428 | 0.1241 |
| 280 | 0.1161 | 0.4038 | 0.1902 | 0.1800 | 0.1197 | 0.1412 | 0.2687 | 0.1479 | 0.1274 |
| 300 | 0.1113 | 0.3649 | 0.1897 | 0.1818 | 0.1240 | 0.1511 | 0.2579 | 0.1540 | 0.1392 |
| 320 | 0.1091 | 0.3768 | 0.1851 | 0.1750 | 0.1174 | 0.1497 | 0.2462 | 0.1404 | 0.1239 |
| 340 | 0.1105 | 0.3544 | 0.1854 | 0.1698 | 0.1182 | 0.1427 | 0.2480 | 0.1455 | 0.1258 |
| 360 | 0.1083 | 0.3607 | 0.1898 | 0.1697 | 0.1093 | 0.1464 | 0.2375 | 0.1428 | 0.1345 |
| 380 | 0.1041 | 0.3625 | 0.1858 | 0.1657 | 0.1136 | 0.1452 | 0.2160 | 0.1275 | 0.1245 |
| 400 | 0.1070 | 0.3458 | 0.1844 | 0.1620 | 0.1047 | 0.1425 | 0.2253 | 0.1263 | 0.1268 |
| 420 | 0.0975 | 0.3240 | 0.1811 | 0.1474 | 0.1058 | 0.1439 | 0.1966 | 0.1215 | 0.1256 |
| 440 | 0.1020 | 0.3315 | 0.1829 | 0.1618 | 0.1093 | 0.1437 | 0.2230 | 0.1274 | 0.1263 |
| 460 | 0.0973 | 0.3211 | 0.1819 | 0.1497 | 0.0959 | 0.1435 | 0.2072 | 0.1061 | 0.1174 |
| 480 | 0.0962 | 0.3095 | 0.1808 | 0.1457 | 0.1045 | 0.1458 | 0.1948 | 0.1081 | 0.1168 |
| 500 | 0.0954 | 0.3302 | 0.1834 | 0.1447 | 0.0946 | 0.1406 | 0.1936 | 0.1069 | 0.1189 |
| 520 | 0.0925 | 0.3389 | 0.1832 | 0.1404 | 0.1007 | 0.1425 | 0.2007 | 0.1084 | 0.1186 |
| 540 | 0.0940 | 0.3014 | 0.1805 | 0.1395 | 0.0965 | 0.1470 | 0.1873 | 0.1075 | 0.1248 |
| 560 | 0.0951 | 0.3000 | 0.1774 | 0.1433 | 0.0963 | 0.1483 | 0.1867 | 0.1047 | 0.1231 |
| 580 | 0.0912 | 0.3077 | 0.1835 | 0.1294 | 0.0953 | 0.1444 | 0.1751 | 0.1007 | 0.1199 |
| 600 | 0.0881 | 0.3262 | 0.1746 | 0.1345 | 0.0926 | 0.1370 | 0.1840 | 0.1074 | 0.1176 |

Table 4 is supported graphically by Fig. 9 .
As expected, the results show a nice performance of the considered estimates based on the MAE measure.


Figure 9: Plots of the simulation results on the MAEs for Sets 1, 2, and 3: (a) Set 1, (b) Set 2, and (c) Set 3

In the rest of the study, they are used for data fitting purposes and actuarial measure estimation.

## 5 Applications

In this section, various applications of the ELo distribution are given based on two insurance claim data sets.

### 5.1 Data Fitting

This part is devoted to the efficiency of the ELo distribution in the fit of data sets with a heavy tail. To this end, we consider two Kenya car insurance claim data sets from the following link (https:// data.world/datasets/insurance/). The first Data Set contains the number of claims from 2012 to 2015,
named Data Set 1, while the second Data Set contains the third party theft and fire number of claims from 2012 to 2015, named Data Set 2. The boxplots of these data sets are presented in Fig. 10.


Figure 10: Box plot of (a) Data Set 1 and (b) Data Set 2
From Fig. 10, we observe that the distribution of the data for the two data sets is far too extreme to be in adequation with a normal distribution, with several extreme values. Heavy-tailed distributions are ideal for capturing them in particular and revealing the information behind them.

In addition, with these data, we aim to compare the ELo distribution, with some well-established heavy-tailed distributions, namely the complimentary Dagum Poisson (CDP), Poisson Lomax (PLo), exponentiated Lomax (ExLo), Burr-XII (BX11), Fréchet (Fr), Dagum (Da), inverse Weibull (IW) and Lo distributions. The reader is referred to [52] for a detailed discussion of statistical size distributions used in economics and actuarial sciences. It is worth noting that more extended Lo distributions have been tested for the considered data, but due to unsatisfactory results, they are not presented in the study.

As sketched in the previous section, the AdequacyModel package is used in R-Statistical Computing Environment to compute the MLEs and SEs of the distribution parameters. The loglikelihood function is evaluated at the MLEs $(\hat{\ell})$. For model comparison, some well-known goodness-of-fit (GoF) statistics are considered. More precisely, the Akaike information criterion (AIC), Bayesian information criterion (BIC), Hannan-Quinn information criterion (HQIC), Anderson-Darling ( $A^{*}$ ), Cramér-von Mises ( $W^{*}$ ), and Kolmogrov-Smirnov (K-S), are used. The low values of GoFS and high K -S $p$-values indicate good fits.

MLEs and their respective SEs for the ELo, CDP, PLo, ExLo, BX11, Fr, Da, IW and Lo distributions which are calculated for the two data sets. They are displayed in Table 5. It is worth mentioning that the scale parameters of the CDP and Da distributions are considered as units.

The values of the GoFs are reported in Tables 6 and 7 for Data Sets 1 and 2, respectively.

Table 5: Estimated parameters and SEs for Data Sets 1 and 2

| Models | Parameters | Data Set 1 |  |  | Data Set 2 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | MLEs | SEs |  | MLEs | SEs |
| ELo | $\alpha$ | 80.76 | 40.64 |  | 5.227 | 5.146 |
|  | $\beta$ | 0.004 | 0.002 |  | 0.100 | 0.110 |
|  | $\lambda$ | 0.500 | 0.390 |  | 0.610 | 0.398 |
| CDP | $a$ | 1.227 | 0.179 |  | 1.241 | 0.187 |
|  | $p$ | 1.038 | 0.484 |  | 0.934 | 0.460 |
|  | $\lambda$ | 3.564 | 1.745 |  | 3.516 | 1.829 |
| PLo | $c$ | 0.006 | 0.007 |  | 0.014 | 0.019 |
|  | $\lambda$ | 95.97 | 98.28 |  | 46.28 | 60.17 |
| ExLo | $\alpha$ | 1.109 | 0.307 |  | 1.047 | 0.332 |
|  | $\theta$ | 18.04 | 22.24 |  | 8.352 | 14.87 |
|  | $\lambda$ | 0.012 | 0.015 |  | 0.027 | 0.056 |
| BX11 | $s$ | 0.096 | 0.007 |  | 0.086 | 0.007 |
|  | $c$ | 32.82 | 34.63 |  | 31.67 | 30.39 |
|  | $k$ | 0.009 | 0.009 |  | 0.009 | 0.009 |
| Fr | $s$ | 1.543 | 0.531 |  | 1.368 | 0.476 |
|  | $\beta$ | 0.632 | 0.087 |  | 0.625 | 0.087 |
| Da | $a$ | 0.964 | 0.140 |  | 0.979 | 0.147 |
|  | $p$ | 2.288 | 0.468 |  | 2.115 | 0.432 |
| IW | $\alpha$ | 0.632 | 0.087 |  | 0.625 | 0.087 |
|  | $\beta$ | 1.367 | 0.476 |  | 0.630 | 0.090 |
| Lo | $c$ | 0.632 | 0.129 | 0.661 | 0.135 |  |

Table 6: The GoFs and K-S $p$-values for Data Set 1

| Models | $-2 \hat{\ell}$ | AIC | CAIC | BIC | HQIC | $A^{*}$ | $W^{*}$ | K-S | $p$-value |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| ELo | 64.20 | 134.40 | 135.60 | 137.93 | 135.34 | 0.597 | 0.118 | 0.155 | 0.5633 |
| CDP | 67.22 | 140.44 | 141.64 | 143.97 | 141.38 | 1.230 | 0.227 | 0.200 | 0.2555 |
| PLo | 73.10 | 150.18 | 150.75 | 152.54 | 150.81 | 1.636 | 0.296 | 0.334 | 0.0068 |
| ExLo | 64.40 | 134.80 | 136.00 | 138.33 | 135.74 | 0.664 | 0.129 | 0.170 | 0.4402 |
| BX11 | 81.74 | 169.48 | 170.68 | 173.02 | 170.42 | 3.594 | 0.657 | 0.394 | 0.0007 |
| Fr | 73.33 | 150.67 | 151.23 | 153.02 | 151.29 | 2.421 | 0.428 | 0.267 | 0.0531 |
| Da | 69.54 | 143.08 | 143.65 | 145.43 | 143.70 | 1.700 | 0.307 | 0.254 | 0.0749 |
| IW | 73.33 | 150.67 | 151.24 | 153.02 | 151.29 | 2.421 | 0.428 | 0.267 | 0.0531 |
| Lo | 72.99 | 147.98 | 148.17 | 149.16 | 148.30 | 1.63 | 0.294 | 0.332 | 0.0073 |

Table 7: The GoFs and K-S $p$-values for Data Set 2

| Models | $-2 \hat{\ell}$ | AIC | CAIC | BIC | HQIC | $A^{*}$ | $W^{*}$ | K-S | $p$-value |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| ELo | 63.43 | 132.85 | 134.05 | 136.39 | 133.79 | 0.494 | 0.095 | 0.139 | 0.6884 |
| CDP | 65.23 | 136.46 | 137.66 | 139.10 | 137.40 | 0.825 | 0.145 | 0.170 | 0.4455 |
| PLo | 70.47 | 144.94 | 145.51 | 147.29 | 145.56 | 1.239 | 0.211 | 0.285 | 0.0324 |
| ExLo | 63.57 | 133.13 | 134.33 | 136.67 | 134.07 | 0.531 | 0.102 | 0.141 | 0.6642 |
| BX11 | 79.23 | 164.45 | 165.66 | 167.99 | 165.39 | 3.431 | 0.613 | 0.377 | 0.0014 |
| Fr | 71.16 | 146.32 | 146.90 | 148.68 | 146.95 | 2.075 | 0.350 | 0.222 | 0.1595 |
| Da | 67.32 | 138.64 | 139.21 | 140.10 | 139.27 | 1.283 | 0.218 | 0.211 | 0.2041 |
| IW | 71.16 | 146.32 | 146.89 | 148.68 | 146.95 | 2.075 | 0.350 | 0.222 | 0.1595 |
| Lo | 70.28 | 142.55 | 142.73 | 143.73 | 142.86 | 1.216 | 0.207 | 0.285 | 0.0321 |

According to Tables 6 and 7, the proposed ELo distribution fits both data sets better than all other competitor distributions because it has the lowest AIC, BIC, HQIC, $A^{*}, W^{*}$, and K-S values. The K-S $p$-value satisfied $p$-value $>0.05$. We complete these numerical observations with graphical evidence. In Figs. 11 and 12 plot the estimated pdfs and cdfs of the ELo distribution, i.e., $\hat{f}_{E L o}(x)$, and $\hat{F}_{E L o}(x)$.


Figure 11: Plots of the estimated pdfs of the ELo distribution for (a) Data Set 1 and (b) Data Set 2


Figure 12: Plots of the estimated cdfs of the ELo distribution for (a) Data Set 1 and (b) Data Set 2
The estimated functions of the ELo distribution have good fits, which supports the numerical results of the study.

This is also confirmed by a quantile estimation analysis; we plot the quantile-quantile (Q-Q) plots of both data sets in Fig. 13.


Figure 13: Q-Q-plots for the ELo distribution for (a) Data Set 1 and (b) Data Set 2
It is clear that the scatter plots are well adjusted by the respective $\mathrm{Q}-\mathrm{Q}$ lines, proving the fit hability of the ELo distribution.

### 5.2 Numerical Illustration of VaR and ES

Here, since Data Sets 1 and 2 are well fitted by the ELo distribution, we provide estimates of the unknown associated risk measures VaR and ES. More precisely, a comparative study of VaR and ES for the ELo distribution with other heavy-tailed distributions: the ExLo, Lo and Da distributions, is performed by taking the MLEs of the parameters. It is worth emphasizing that a distribution with higher values of the risk measures is said to have a heavier tail.

Tables 8 and 9 provide the estimates of VaRs and ESs for the considered distributions based on Data Sets 1 and 2.

Table 8: Numerical illustration of the estimated VaRs and ESs for Data Set 1

| VaR |  |  |  |  | ES |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $q$ | ELo | ExLo | Lo | Da | ELo | ExLo | Lo | Da |
| 0.55 | 5.36 | 4.14 | 2.54 | 3.47 | 2.45 | 1.86 | 0.85 | 1.51 |
| 0.60 | 6.06 | 4.73 | 3.26 | 4.15 | 2.72 | 2.07 | 1.02 | 1.70 |
| 0.65 | 6.84 | 5.40 | 4.27 | 5.01 | 3.01 | 2.30 | 1.23 | 1.92 |
| 0.70 | 7.72 | 6.18 | 5.72 | 6.15 | 3.31 | 2.55 | 1.49 | 2.18 |
| 0.75 | 8.75 | 7.11 | 7.97 | 7.74 | 3.64 | 2.82 | 1.84 | 2.49 |
| 0.80 | 9.98 | 8.25 | 11.76 | 10.13 | 4.00 | 3.12 | 2.33 | 2.89 |
| 0.85 | 11.55 | 9.73 | 19.12 | 14.09 | 4.39 | 3.47 | 3.08 | 3.42 |
| 0.90 | 13.72 | 11.86 | 37.22 | 22.01 | 4.85 | 3.87 | 4.38 | 4.21 |
| 0.95 | 173.48 | 15.61 | 58.89 | 45.76 | 6.01 | 4.38 | 5.61 | 5.63 |

Table 9: Numerical illustration of the estimated VaRs and ESs for Data Set 2

| VaR |  |  |  |  | ES |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $q$ | ELo | ExLo | Lo | Da | ELo | ExLo | Lo | Da |
| 0.55 | 4.44 | 3.88 | 3.88 | 3.12 | 2.00 | 2.00 | 0.73 | 1.34 |
| 0.60 | 5.07 | 4.47 | 4.47 | 3.73 | 2.23 | 2.23 | 0.87 | 1.51 |
| 0.65 | 5.79 | 5.15 | 5.15 | 4.51 | 2.48 | 2.48 | 1.04 | 1.71 |
| 0.70 | 6.63 | 5.94 | 5.94 | 5.54 | 2.74 | 2.74 | 1.25 | 1.95 |
| 0.75 | 7.65 | 6.90 | 6.90 | 6.99 | 3.03 | 3.03 | 1.52 | 2.23 |
| 0.80 | 8.93 | 8.09 | 8.09 | 9.15 | 3.36 | 3.36 | 1.90 | 2.59 |
| 0.85 | 10.64 | 9.68 | 9.68 | 12.74 | 3.74 | 3.74 | 2.44 | 3.07 |
| 0.90 | 13.21 | 12.02 | 12.02 | 19.93 | 4.19 | 4.19 | 3.36 | 3.78 |
| 0.95 | 180.56 | 16.27 | 16.27 | 41.47 | 5.50 | 5.50 | 5.41 | 5.07 |

From these tables, it can be concluded that the ELo distribution has higher values of both the risk measures as compared to its counterparts, the ExLo, Lo, and Da distributions. The graphical demonstration of this statement can be seen in Figs. 14 and 15, where it is also revealed that the ELo
distribution has a heavier tail than the ExLo, Lo, and Da distributions. The reader is referred to [53] for a detailed discussion of VaR and ES and their computation by using an R package.


Figure 14: Plots of the estimated (a) ES and (b) VaR of the conidered distributions for Data Set 1


Figure 15: Plots of the estimated (a) ES and (b) VaR of the conidered distributions for Data Set 2

## 6 Conclusion

In this paper, we introduced a new three-parameter heavy-tailed extension of the Lomax distribution. It can be derived from a simple transformation of an existing unit distribution: the log-weighted power distribution. Some mathematical and statistical properties are derived, including the shapes of related probability and hazard rate functions; stochastic comparisons; manageable expansions for various moments; and quantile properties. Unknown parameters are estimated using the maximum likelihood method. A complete simulation study validates the accuracy of the obtained estimates. Two
applications, each with its own plots, are provided to demonstrate the importance of the extended Lomax distribution. In particular, we show that it outperforms eight comparable distributions in the literature. Because of the heavy-tailed nature of the considered distribution, actuarial measures of importance are emphasized. Based on these actuarial measures, we show that it yields superior conclusions from fair competitor distributions.

We believe that the proposed methodology can be used quite efficiently to analyze data presenting a heavy-tail, especially for those having acceptable results with the Lomax distribution; the extended Lomax distribution will probably do the analysis in a more precise manner. Possible further work includes bivariatization and discretization of the extended Lomax distribution for different modeling objectives.
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