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ABSTRACT

Crowd management and analysis (CMA) systems have gained a lot of interest in the vulgarization of unmanned
aerial vehicles (UAVs) use. Crowd tracking using UAVs is among the most important services provided by a CMA.
In this paper, we studied the periodic crowd-tracking (PCT) problem. It consists in using UAVs to follow-up crowds,
during the life-cycle of an open crowded area (OCA). Two criteria were considered for this purpose. The first is
related to the CMA initial investment, while the second is to guarantee the quality of service (QoS). The existing
works focus on very specified assumptions that are highly committed to CMAs applications context. This study
outlined a new binary linear programming (BLP) model to optimally solve the PCT motivated by a real-world
application study taking into consideration the high level of abstraction. To closely approach different real-world
contexts, we carefully defined and investigated a set of parameters related to the OCA characteristics, behaviors,
and the CMA initial infrastructure investment (e.g., UAVs, charging stations (CSs)). In order to periodically update
the UAVs/crowds and UAVs/CSs assignments, the proposed BLP was integrated into a linear algorithm called PCTs
solver. Our main objective was to study the PCT problem from both theoretical and numerical viewpoints. To prove
the PCTs solver effectiveness, we generated a diversified set of PCTs instances with different scenarios for simulation
purposes. The empirical results analysis enabled us to validate the BLP model and the PCTs solver, and to point out
a set of new challenges for future research directions.

KEYWORDS
Unmanned aerial vehicles; periodic crowd-tracking problem; open crowded area; optimization; binary linear
programming; crowd management and analysis system

1 Introduction

The unmanned aerial vehicles (UAVs), also known as drones, refer to pilotless aircraft, flying vehi-
cles without an onboard human pilot or passengers. The term “unmanned” indicates the non-existence
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of a human who directly and actively pilots the aircraft. The command functions for UAVs may
be either on-board or off-board (remote control) [1]. Although the UAVs deployment was initially
restricted to the military domain [2,3], it has become widely used within a wide range of domains
over the last two decades [4], namely security [5–8], transportation and road management [9–11],
networking and communications [12,13], logistics [14], agriculture [15,16], healthcare [17–19], and
mining [20], among others.

In real life, each UAV application has been tackled depending on its context, needs, and con-
sequently, took into account the minimum requirements of the used UAVs architecture. Indeed, the
drone architecture is determined by its types of build, visual and onboard sensors, communication
and power management after specifying its needs for such a real-world application [1,21,22]. A huge
number of real-world applications have therefore been implemented and published in the literature.
In [22], the authors tried to categorize the unnumbered UAVs applications according to the most
important characteristics such as the drone flight zone (outdoor, indoor), mission (military, civil),
and environment (underwater, water, ground, air, space). In this research, we focused on the daily life
outdoor/civil/ground drone applications related to surveillance, search, and rescue missions. Among this
set of applications, we found many recent surveys that specifically concentrated on the development
of crowd monitoring and analysis (CMA) systems [21,23–26]. Indeed, UAVs have been used to
automatically monitor and analyze several groups of people (crowds) to ensure specified purposes
such as security [27–29], rescue [30,31], healthcare [32–35], and jostling avoidance [31,36–38], among
others.

In [21], the authors classified UAVs applications and algorithms, for CMA, into five domains,
namely, crowd detection [39–49], crowd counting [45,50–59], crowd density estimation [43,53,57,60–
62], crowd tracking [49,63–66], and crowd behavior analysis [35,67,68]. In the present study, we were
interested in optimally tracking crowds via UAVs. We supposed that the number, density, and behavior
of crowds are already known with the help of some detection and prediction techniques (e.g., machine
learning, image processing, etc.). The crowd tracking consists of closely following up crowds by UAVs
to ensure continuous, real-time supervision in order to achieve the main target of a given CMA system.
Using multiple UAVs for crowd tracking gives rise to the huge cost increases on CMA systems due to
the swift increase in the acquisition, maintenance, and energy costs of these UAVs [64].

The underlying motivation of this research study was the improvement of crowd-tracking function
of the CMA system using UAVs in the context of the annual Islamic pilgrimage (also called Hajj)
that hosted about 2.5 million of pilgrims in 20191. In fact, during the Hajj period, which lasts about
five days, many rites give rise to very big pilgrims gatherings at the same time in five main places
namely: Mina, Arafat, Muzdalifah, Jamarat, Masjid-Al-Haram (see Fig. 1). Additionally, there is
a significant number of crowds traveling through these five specific places during the Hajj period
which may lead to safety issues. In fact, there have been many serious incidents caused by stampede,
trampling to death, crush due to pedestrian collision, and fire outbreaks over the two last decades
[69]. In the literature, several works have already tried to develop technologies for CMA systems in
the context of Hajj so as to face such issues as control, rescue, and jostling avoidance. The state of
the art of some domains indicates that many contributions have focused on the the above mentioned
application and algorithm domains using several technologies like traditional/UAVs surveillance
systems, communication networks, global positioning systems (GPS), internet of things (IoT), artificial
intelligence, computer vision and image processing, big data analytics, etc. For more details and
challenges, readers can refer to the literature reviews carried out in [31,70–74]. However, while focusing

1According to the Saudi General Authority for Statistics https://www.stats.gov.sa/sites/default/files/haj_40_en.pdf.
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on the works that consider CMA systems based on UAVs surveillance [31,36–38,75], it can be easily
noticed that these studies ignore the UAVs cost optimization when used for tracking crowds.

(a) The 5 mass gatherings places during Hajj [71] (b) Masjid-Al-Haram

(c) Mina (d) Arafat

(e) Muzdalifah (f) Jamarat

Figure 1: Mass gatherings places during Hajj period

In order to ensure cost-saving, this study proposed a binary linear program (BLP) to optimize the
used UAVs when periodically tracking a set of moving crowds in a determined/bordered open crowded
area (OCA) (i.e., a geographical zone with known borders/dimensions and without obstacles where a
number of close crowds navigate). Two main objectives were considered, namely the minimization
of the UAVs traveled time and the reduction of their energy consumption taking into account their
architecture, the crowds characteristics, and power management. Several scenarios were also simulated
to prove that the proposed BLP is efficient and can be integrated into many CMA systems using
UAVs during crowded events like religious gatherings [31,36,76,77], mass sports events [78,79], social
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festivals [80], among others. Based on the obtained results, we suggested a set of open research
challenges to better improve the optimality of the crowd tracking domain in CMA systems.

The remainder of the paper is structured as follows: Section 2 discussed the literature review of
relevant works dealing with crowd tracking systems using UAVs in order to point out their limitations
and highlight the importance of our contribution. Section 3 introduced the considered system model of
the periodic crowd tracking using UAVs, the different used parameters and variables, and the proposed
BLP together with its linear constraints and objective functions. In order to evaluate its performance,
Section 4 reported on the computational results obtained by the application of the suggested BLP
in the different scenarios of the periodic crowd-tracking problem. Section 5 provided a set of open
challenges and perspectives for future works. Section 6 drew the main conclusions of the study.

2 Related Works

A good number of the existing works and approaches in the literature tackle one of the five
domains, classified in [21], of CMA systems using UAVs. However, only a few works dealt with the
crowd-tracking domain, the focus of our present study, since each of these works refers to the crowd
tracking problem from a specific point of view.

In [66], the authors provided an efficient procedure to detect and track a 2D/3D-object using
computer vision and image processing technologies, where each tracked object can be considered as
a crowd or any other moving object. The proposed procedure is characterized by its computational
robustness, and optimized time calculation, but was specifically applied to the military field.

Wang et al. [49] proposed a dynamic-data-driven planning and control framework using collabo-
rative UAVs and unmanned ground vehicles (UGVs). Their suggestion provides three dependent tasks
namely crowd motion modeling, crowd motion detection, and crowd motion tracking and controlling.
To track crowds, they use the well-known Kalman digital filter [81], also known as linear quadratic
estimation (LQE). This allows the prediction of future system states based on past estimations. In [65],
the authors extend the proposed framework in [49] by incorporating a multi-resolution data approach,
where a grid-based method [82,83] is developed to model crowd motion with UAVs low-resolution
global perception. Additionally, an auto-regressive model is employed to model individuals motion
based on UGVs detailed perception.

All the above-cited works miss the optimization aspect when tracking target objects or crowds. To
the best of our knowledge, de Moraes et al. [64] were pioneers integrating optimization techniques in
their tracking mechanism. They proposed a UAVs-based system, that periodically monitors gathered
walking individuals, where they integrated auction paradigms and genetic algorithms to distribute
UAVs among crowds/targets and calculate the best order to visit them. According to an effective
simulation analysis, the authors proved the capabilities, efficiency, and robustness of their system to
perform surveillance, visit all targets during a supervising period, minimize the time between visits to
each target, and preserve performance and stability under a variety of scenarios.

A second and recent work that considers optimization features was undertaken by Trotta et al. [63].
In this study, the authors proposed an aerial tracking system that deploys a swarm of UAVs for
continuous video capture of mobile ground targets. The challenging issues raised in this work deal
with energy management, scenario coverage, and multi-device task coordination. To face these issues,
they proposed a framework, called PERCEIVE, that considers a modular chain of functionalities to
perform crowd mobility prediction, UAVs charging schedules, and mobile charging stations (MCSs)
mobility updates. The results showed the capability, efficiency, and robustness of their framework via
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experimental measurements of an MCS prototype and an extensive and effective simulation analysis
on a city-scale monitoring scenario. Regarding the integrated UAV replenishment service, they used a
probabilistic charging scheduling algorithm taking into account both UAVs residual energy and the
quality of service (QoS) of the system. Concerning the UAVs and MCSs mobility management, they
used swarm mobility algorithms based on the potential field force model. The underlying reasons were
to maximize the number of targets covered by UAVs and minimize charging operations overhead.

All state-of-the-art contributions, that consider the crowd tracking domain using UAVs, were
proposed for a specific application of aerial video surveillance. Even if some works considered the
optimization aspect to efficiently track crowds, none of them took into consideration the minimization
of the total distance/time traveled by UAVs and the total energy consumed by UAVs via assigning the
best set of UAVs for each crowd. Additionally, there is no formal optimization model that can be
easily adapted by any CMA system using crowd tracking via UAVs in the literature. The last two
issues lead us to the main challenge to face within the current contribution. In this study, we proposed
a generic BLP model that optimally assigns UAVs to Crowds in order to enhance the crowd-tracking
function offered by a CMA system. Many input parameters are related to OCA characteristics, UAVs
features and Crowds behavior. These parameters are outlined and sensitively analyzed to emphasize
their impact on the crowd-tracking function of a given CMA system.

3 Model for the Periodic Crowd Tracking Using UAVs

In this section, we first introduced the considered assumptions to define the periodic crowd
tracking (PCT) problem using UAVs. Then, we defined the parameters and decision variables used
to formulate the linear constraints and objective functions to build the proposed BLP in order to
solve the PCT problem.

3.1 Assumptions and Definitions
As mentioned in the previous sections, this study mainly focused on the crowd-tracking domain of

CMA systems using UAVs. We assumed that we already had the mechanisms and prediction modules
that provided, the following information at each instant:

(i) The characteristics of the OCA to be supervised by the CMA such as shape, area, and border
dimensions.

(ii) The list of charging stations (CSs) that are considered to supply energy to the UAVs. Each CS is
characterized by its mobility (fixed or mobile), position (latitude and longitude), and capacity
in terms of supported number of UAVs.

(iii) The list of identified crowds, their positions (latitude and longitude), shapes, areas, cardinali-
ties, densities (number of persons at each squared meter) that depends on the crowds areas and
cardinalities, constant speeds that depend on the crowd density, and demands defined by the
minimum number of needed UAVs for each crowd.

(iv) The number of available UAVs in the fleet and their characteristics such as current positions
(latitude and longitude), statuses (flying to supervise a crowd, charging in a CS or idle in a CS),
energy (batteries) level, constant speeds, and energy (power) charging/discharging functions.

Based on the previous assumptions, the PCT problem is solved periodically (i.e., when UAVs
reallocation is needed) in order to satisfy the different crowds demands. This was achieved through
assigning the required UAVs for each crowd at the beginning of each period depending on the
energy/position variations of each UAV and the crowds movements. The UAVs/crowds assignment
process has also to respect some rules such as:
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• A UAV can be assigned to only one crowd during a given period.

• A UAV cannot be assigned to a crowd if its energy is not enough to supervise the corresponding
crowd during the whole current period, and then returns to the nearest available CS.

• A flying UAV should go back to an available CS if it is not assigned to a crowd in a given period.

The PCT problem using UAVs consists of periodically reallocating the needed number of hetero-
geneous UAVs to the mobile identified crowds. This is to ensure a continuous efficient coverage while
minimizing the UAVs moves in order to reduce energy consumption. Fig. 2a shows the initial system
state where ten UAVs remain on the two CSs and the five crowds are not covered. Fig. 2b displays
the system state where the PCT problem solver is applied on the initial state to obtain the optimal
coverage during the first period (Period 1). During this period, six UAVs are used to ensure the crowds
coverage. After solving the PCT at the end of Period 1, we obtained a new reallocation UAVs/crowds
to get a new system state during the second period (Period 2) as shown in Fig. 2c. We can see that
the number of crowds is reduced to four due to the merge of two crowds. Also, the number of needed
UAVs is reduced when allowing one UAV to rejoin a CS.

(a) Initial state (b) Period 1 (c) Period 2

Figure 2: Scenario of three periods

3.2 Parameters (Input Data)
Let C be the total time of a given OCA life cycle and � = {0, 1, . . . , (λ−1), λ, (λ+1), . . . , |�|} the

set of contiguous and non overlapped periods in C. The initial state of the whole system is designated
by λ = 0 and is not considered a standard period. The first period is designated by λ = 1. ∀λ ∈ �, Tλ

represents the time in seconds of the period λ where T 0 = 0 and
∑

λ∈�
Tλ = C. We considered the

following data regarding the end of each period (λ − 1) ∈ � to produce the new UAVs assignment of
the next (beginning of) period λ ∈ � by solving the PCT problem (noted PCTλ):

• ∀λ ∈ �, Qλ: the OCA containing the whole sets Uλ of UAVs, W λ of crowds, and Sλ of charging
stations during each period λ. For simplification purpose, we considered that Qλ is a rectangular
shaped OCA with length �Qλ (meters) and width hQλ (meters).

• ∀λ ∈ �, let the graph Gλ = (Uλ ∪ W λ ∪ Sλ, cwλ ∪ csλ) where:
– Uλ: set of UAVs during the period λ.

∗ |Uλ| = n: number of UAVs during the period λ. n is determined according to the
OCA initial state it remains fixed during all periods.

∗ ∀u ∈ Uλ, xcordλ

u and ycordλ

u : latitude and longitude of the UAV u during the period λ.

∗ ∀u ∈ Uλ, statλ

u ∈ {0, 1}: status of the UAV u during the period λ, 0 when idle/charging
on CS, 1 when flying.

∗ ∀u ∈ Uλ, ελ

u ∈ [0, 100]: energy percentage (battery level) of UAV u at the beginning
of the period λ.
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∗ ∀u ∈ Uλ, ϑu: constant speed (meter/second) of flying UAV u during all periods in �.

∗ ∀u ∈ Uλ, τ̌u: flying time of the UAV u to consume (lose) 1% of its energy.

∗ ∀u ∈ Uλ, τ̂u: charging time of the UAV u to gain 1% of its energy.

∗ ∀u ∈ Uλ, f λ

u : loss energy function of the UAV u caused by its transition movement
from its position at the previous period (λ − 1) to its position at the current period
λ and by its supervising flight during the period λ. Actually, this function depends
on the UAV specifications (e.g., speed, engine power, movement angle, battery type,
etc.) and on other external factors like climate effects. For a simplification purpose
and without loss of generality, we considered that f λ

u depends only on the UAVs
flying time either in supervising crowd or in shifting from crowd/CS to crowd/CS.
For example, if at the end of a period (λ− 1) ∈ �, a UAV u ∈ Uλ should travel from
its current position i ∈ Qλ−1 to a crowd j ∈ Qλ then flying for Tλ seconds to cover
location j during the period λ, then its loss energy f λ

u is calculated as follows:

f λ

u =
⎡
⎢⎢⎢

cwλ
ij

ϑu
+ Tλ

τ̌u

⎤
⎥⎥⎥ (1)

∗ ∀u ∈ Uλ, δ̌λ

u : energy percentage threshold forcing UAV u to return to a charging
station at the end of a period λ. In general, δ̌λ

u represents the energy required to travel
from any position i to any position j in Qλ. Respecting this threshold, it guarantees
the UAV returns to a CS without a total loss of energy. We considered the longest
travel distance, the diagonal of the rectangle Qλ, to compute the threshold as follows:

δ̌λ

u =
⎡
⎢⎢⎢

√
�2

Qλ + h2
Qλ

ϑu × τ̌u

⎤
⎥⎥⎥ (2)

∗ ∀u ∈ Uλ, δ̂λ

u : energy percentage threshold allowing UAV u to leave a CS. In general, δ̂λ

u

is fixed according to the required energy of a UAV to travel from its leaved charging
station i to a crowd j then to cover it during at least the period Tλ and returning to
i. This energy percentage threshold is calculated as follows:

δ̂λ

u =
⎡
⎢⎢⎢⎢

2×
√

�2
Qλ

+h2
Qλ

ϑu
+ Tλ

τ̌u

⎤
⎥⎥⎥⎥ (3)

– W λ: set of crowds during the period λ.
∗ |W λ| = m: number of crowds during the period λ. m can change from λ to λ + 1.

∗ ∀w ∈ W λ, xcordλ

w and ycordλ

w: latitude and longitude of the gravity center of the
crowd w during the period λ.

∗ ∀u ∈ Uλ, w ∈ W λ, cwλ

uw: distance (meter) between a UAV u during the period (λ − 1)

and the gravity center of a crowd w during the period λ.

∗ ∀w ∈ W λ, rayλ

w: ray of the crowd w during the period λ.

∗ ∀w ∈ W λ, ρλ

w: density (person/meter2) of crowd w during the period λ.

∗ ∀w ∈ W λ, ϑλ

w: speed (meter/second) of crowd w during the period λ according to
its density ρλ

w. Indeed, the effect of the crowd density on the walking velocity of
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walkers has been widely studied for the objective of comfort and safety insurance
in pedestrian facilities. Regarding crowds with low densities, walkers can retain a
free flow velocity without neighbors interruption. However, for crowds with high
densities, the velocity decreases by the impact of the neighboring walkers force speed
adjustments which is analog to the vehicular traffic situations. This density/velocity
relationship is called Fundamental Diagram where Weidmann [84] was one of the first
to study this relationship by proposing a systematic description from experimental
data in the context of pedestrian facilities. Based on averages of different parameter
values taken from the literature, he proposed the following formula to formally
define the relationship between crowd density and velocity:

v(ρ) = v0 ×
(

1 − exp
[

− γ
( 1
ρ

− 1
ρmax

)])
(4)

where v0 = 1.34 meter/second is the free speed at low densities (free flow), ρmax =
5.4 person/m2 is the maximal walkers density from which onward movement is not
possible anymore and γ = 1.913 p/m2 is a fit parameter. These parameter values are
widely used in the literature (e.g., [85,86]). Fig. 3 shows a plot of the fundamental
diagram given by the last equation and the listed parameters [86].
For our case, ϑλ

w is calculated as follows:

ϑλ

w = 1.34 ×
(

1 − exp
[

− 1.913
( 1
ρλ

w

− 1
5.4

)])
, ∀w ∈ W λ (5)

∗ ∀w ∈ W λ, dλ

w ∈ N
∗: number of UAVs requested by the crowd w during the period λ.

– ∀λ ∈ �, Sλ: set of charging stations during the period λ.
∗ |Sλ| = p: number of charging stations. p is fixed during all periods.

∗ ∀u ∈ Uλ, s ∈ Sλ, csλ

us: distance (meter) between a UAV u during the period (λ − 1)

and a charging station s during the period λ.

∗ ∀s ∈ Sλ, xcordλ

s and ycordλ

s : latitude and longitude of the charging station s during
the period λ.

∗ ∀s ∈ Sλ, mobilλ

s ∈ {0, 1}: mobility of the charging station s during the period λ, 0:
fixed, 1: mobile. For simplification purposes, we consider that all charging stations
are fixed.

∗ ∀s ∈ Sλ, rs ∈ N
∗: capacity, in terms of UAVs number, of the charging station s during

all periods.

3.3 Decision Variables
Based on the considered parameters and decision variables described in Sections 3.2 and 3.3, we

considered the following decision variables of the BLP for the PCTλ relative to solving the PCT at the
beginning of each period λ ∈ � according to the whole system state at the ending of period (λ− 1):

• ∀u ∈ Uλ, ∀w ∈ W λ, xλ

uw = 1 if the UAV u is assigned to the crowd w during the period λ, 0
otherwise.

• ∀u ∈ Uλ, s ∈ Sλ, yλ

us = 1 if the UAV u is assigned to the charging station s during the period λ, 0
otherwise.
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Figure 3: Weidmann’s fundamental diagram. The plot of the density-speed relation according to
Weidmann’s fundamental diagram function of Eqs. (4) and (5) [84]

3.4 Objective Functions
We defined two objective functions for the PCTλ which take into account the minimization of time

and energy consumed by UAVs such as:

• The first objective (ref. Eq. (6)) considers the minimization of the total time consumed by all
UAVs movements during their transition from a period (λ − 1) to a period λ. The first and
second terms of this objective represent the total movements time of UAVs traveling from their
positions during period (λ−1) to their assigned crowds or stations during period λ, respectively.
To avoid some restrictions and difficulties caused by floating values during the solving process,
we approximated all the coefficients to their upper integer values.

min Zλ

1 =
∑
u∈Uλ

(∑
w∈Wλ

cwλ

uw

ϑu

xλ

uw +
∑
s∈Sλ

csλ

us

ϑu

yλ

us

)

≈
∑
u∈Uλ

(∑
w∈Wλ

⌈
cwλ

uw

ϑu

⌉
xλ

uw +
∑
s∈Sλ

⌈
csλ

us

ϑu

⌉
yλ

us

)
(6)

• The second objective (ref. Eq. (7)) considers the minimization of the total energy loss of all UAVs
during their transition between the two successive periods (λ − 1) and λ and during the crowd
supervision of the period λ. The first and the second terms of this objective function represent
the total energy consumed by UAVs during their movements when traveling from their positions
during period (λ−1) to their assigned crowds or stations during period λ, respectively. The third
term represents the consumed energy by UAVs following their crowds supervision during the
period λ. For the same reason as in the first objective function, we set all the coefficients to their
upper integer values.



242 CMES, 2023, vol.137, no.1

min Zλ

2 =
∑
u∈Uλ

∑
w∈Wλ

cwλ

uw

ϑuτ̌u

xλ

uw +
∑
u∈Uλ

∑
s∈Sλ

csλ

us

ϑuτ̌u

yλ

us + Tλ
∑
u∈Uλ

∑
w∈Wλ

xλ

uw

τ̌u

=
∑
u∈Uλ

( ∑
w∈Wλ

( cwλ
uw

ϑu
+ Tλ

τ̌u

)
xλ

uw +
∑
s∈Sλ

csλ

us

ϑuτ̌u

yλ

us

)

≈
∑
u∈Uλ

( ∑
w∈Wλ

⌈
cwλ

uw
ϑu

+ Tλ

τ̌u

⌉
xλ

uw +
∑
s∈Sλ

⌈
csλ

us

ϑuτ̌u

⌉
yλ

us

)
(7)

3.5 Constraints
Based on the considered assumptions, parameters, and decision variables described in

Sections 3.1–3.3, we considered the following constraints applied by the BLP solver of PCTλ at the
beginning of each period λ ∈ �.

3.5.1 UAVs Constraints

Constraints (8) ensure that each UAV should be assigned to only one crowd or only one charging
station.∑
w∈Wλ

xλ

uw +
∑
s∈Sλ

yλ

us = 1, ∀u ∈ Uλ (8)

Constraints (9) ensure that the remaining energy ελ

u of each UAV u ∈ Uλ assigned to a crowd
w ∈ W λ, after covering the period (λ − 1), should be enough to perform its new movement with the
distance cwuw and its coverage task during the period λ.

ελ

u −
∑
w∈Wλ

⌈
cwλ

uw

ϑu × τ̌u

− Tλ

τ̌u

⌉
xλ

uw ≥ δ̌λ

u

(
1 −

∑
s∈Sλ

yλ

us

)
, ∀u ∈ Uλ (9)

Constraints (10) ensure that the energy of each UAV u ∈ Uλ, that was in a charging station s ∈ Sλ−1

during the previous period (λ − 1) and assigned to a crowd w ∈ W λ during a period λ, should not be
less than the energy threshold δ̂λ

u allowing it to leave from a charging station.(
1 − statλ−1

u

)
× δ̂λ

u ×
∑
w∈Wλ

xλ

uw ≤ ελ

u , ∀u ∈ Uλ (10)

3.5.2 Crowds Constraints

Constraints (11) ensure that each crowd demand in a period λ should be satisfied.∑
u∈Uλ

xλ

uw = dλ

w, ∀w ∈ W λ (11)

3.5.3 Charging Station Constraints

Constraints (12) ensure that the number of UAVs in a charging station during a period λ, should
not exceed the station capacity.∑
u∈Uλ

yλ

us ≤ rs, ∀s ∈ Sλ (12)
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3.6 PCTs Solver Using the BLP Model
Solving the PCTλ at the beginning of each period λ ∈ � consists in optimally solving the BLP,

noted BLP-PCTλ, considering one of the objective functions defined by Eqs. (6) and (7), under all
constraints from (8) to (12). Many existing algorithms can solve efficiently each BLP-PCTλ that
are embedded in several free or commercial solvers (e.g., GLPK2, IBM-ILOG-CPLEX3, GUROBI4,
GAMS5, etc.). Algorithm 1 represents the PCTs solver by calling BLP-PCTλ for each λ ∈ �. This
solver can be easily integrated into CMA systems using UAVs by enhancing the reassignment of UAVs
to crowds at the beginning of each period λ (see line 5 of Algorithm 1). Fig. 4 shows the processing
diagram followed by the PCTs solver to deal with each PCT instance.

Start

��= 1

Beginning of period �

Getting the geographical positions
and status of each UAV

Getting the geographical positions
and the demand of each Crowd

Generate the corresponding
BLP-PCTλ model

Solve the
BLP-PCT λ model

Reassign UAVs

� = = |Λ|

End

yes

�
=

�
+

1

Figure 4: Processing diagram of PCT instances

2https://www.gnu.org/software/glpk/.
3https://www.ibm.com/sa-en/analytics/cplex-optimizer.
4https://www.gurobi.com/.
5https://www.gams.com/products/solvers/.

https://www.gnu.org/software/glpk/
https://www.ibm.com/sa-en/analytics/cplex-optimizer
https://www.gurobi.com/
https://www.gams.com/products/solvers/
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Algorithm 1: PCTs solver

4 Simulation and Computational Results

Experimental tests were carried out to evaluate the performance of the PCTs solver presented
by Algorithm 1. To assess its efficiency, we reported experimental results obtained by the simulation
of the PCTs solver on different sets of the PCT problem instances. This section was divided into
three subsections. In Section 4.1, we introduced the PCTs instances generated to evaluate the solver
performance, then we described our experimental environment settings. In Section 4.2, we revealed the
experimental results obtained by the simulation of the PCTs solver, as described in the Section 3, then
we discussed its ability to solve PCTs instances under different scenarios and its performance in terms
of computational time. To highlight the importance of the initial infrastructure investment in terms
of UAVs and CSs availability, in Section 4.3, we detailed the sensitivity analysis of the two considered
objective functions according to different scenarios. We start this analysis by showing the behavior
of these objective functions according to the variation of UAVs and CSs availability. This analysis
showed that the initial infrastructure of a CMA system should be carefully chosen in order to reduce
energy and time costs. Then, we introduced the impact of the instances granularity level determined by
the BLP-PCTλ application frequency according to the CMA application context. Indeed, the update
frequency of UAVs positions and activities during the OCA life cycle has a great significance on the
considered objectives. Thus, all the performed analyses in this section, allow us to propose many
research challenges to improve CMA systems performances in terms of crowd-tracking process.

4.1 PCTs Instances and Experimental Settings
4.1.1 Instances Generation

To the best of our knowledge, in the literature, there is a lack of accessible generic and diversified
use cases and instances of the PCT problem. For this main reason and to effectively evaluate the
performance of the PCTs solver, we generated a set of 840 PCTs instances under different scenarios. All
these instances are generated under a fixed 1-h OCA life cycle (C = 3600) seconds and a rectangular-
shaped OCA Qλ with fixed dimensions (�Qλ × hQλ = 2000 m ×1000 m = 2.106 m2, ∀λ ∈ �). Each
instance is generated according to five fixed parameters:

• The number of periods |�| during the life cycle C. This parameter determines the application
frequency of the BLP-PCTλ by the PCTs solver. It has a very important impact on the energy
and time costs discussed in Section 4.3.3.

• The number of charging stations |Sλ| = p which is fixed for all periods λ of a given set of
periods � in C. This parameter has also a very important effect on the PCT objective discussed
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in Section 4.3. Each charging station s ∈ Sλ is considered immobile mobilλ

s = 0, and has a fixed
capacity rs, ∀λ ∈ �.

• The maximum number of crowds φ1 in each period. Each period λ ∈ � has a specified number
of crowds |W λ| = m ≤ φ1. The characteristics of each crowd w ∈ W λ change from one period
to another, during the OCA life cycle C, such as: its gravity center coordinates (xcordλ

w, ycordλ

w),
ray rayλ

w, density ρλ

w, speed ϑλ

w, and demand dλ

w. Two or more crowds can merge during a given
period to become only one crowd during the next period. To get closer to the real-world cases,
some periods may not have crowds to supervise.

• The number of required UAVs per 5000 m2 noted φ2. The number of UAVs |Uλ| = n, ∀λ ∈ � is
driven by the crowds demands d0

w, ∀w ∈ W 0 in the initial CMA system state.

• The total number of UAVs is determined by increasing the total demand of all crowds by a
coefficient φ3. Indeed, depending on the CMA application context, the UAVs availability has a
very important impact on both costs and QoS.

In order to generate the whole set of 840 PCT instances, the values of the quintuple (|�|, |Sλ|,
φ1, φ2, φ3) are set to the values from the sets {6, 12, 30, 40, 60, 120, 240}, {2, 4, 6, 8}, {2, 4, 8, 10, 12},
{1, 2, 3}, {2, 4}, respectively. There are some other parameters that are fixed randomly or according
to some formulas discussed in Section 3.2. Table 1 summarizes all the parameters used to generate the
PCT instances that are available for download through the link below6.

Table 1: PCTs instances parameters

Parameter value/Range Note

Life cycle

C = 3600 Simulation fixed to 1 h

Crowded area

Qλ(Qλ

�
, Qλ

h) = (2000 × 1000) Crowded area fixed to 2 km2 that refers to the biggest
OCA of the motivating application (see paragraph 4 of
Section 1)

Periods

|�| = {6, 12, 30, 40, 60, 120, 240} Duration of a period λ ∈ � is equal to Tλ = 3600
|�| (we

consider seven different update frequencies during one
trucking hour such as 600, 300, 120, 90, 60, 30, 15 s).

Stations

∀λ ∈ �, |Sλ| = p = {2, 4, 6, 8} Number of fixed charging stations regularly distributed
on the OCA. Indeed, the maximum number of current
available charging stations in the motivating
application is 8

(Continued)

6The PCTs 840-instances set is available via https://shortest.link/38ZH.

https://shortest.link/38ZH


246 CMES, 2023, vol.137, no.1

Table 1 (continued)

Parameter value/Range Note

∀s ∈ Sλ,
∑

s∈Sλ rs ≥ n Capacity of each charging station according to the
number of UAVs and their initial distribution

Crowds

φ1 = {2, 4, 8, 10, 12} Maximum number of crowds during the OCA life cycle.
We consider that the total of crowds areas, at each
period, is very close to the OCA one. A low number of
crowds does not mean that the crowds areas are small
compared to their whole OCA dimensions/area

∀λ ∈ �, |W λ| = m ≤ φ1 Number of crowds in each period

∀w ∈ W λ, rayλ

w = rand
[

Qh

4m
:

Qh

2m

]
Initial ray of each crowd chosen randomly according to
the OCA dimensions and the total number of crowds.
Then it depends on the behavior of crowds during the
OCA life cycle.

φ2 = {1, 2, 3} Number of needed UAVs per 5000 m2

∀w ∈ W λ, dλ

w =
⌈

φ2 × areaλ

w

5000

⌉
areaλ

w = π × rayλ2

w

∀w ∈ W λ, ρλ

w = rand{1, 2, 3, 4} Density of each crowd chosen randomly from a set of
values without reaching motionless crowds (see Fig. 3)

∀w ∈ W λ, ϑλ

w Speed of each crowd using Eq. (5)

UAVS

φ3 = {2, 4} The increasing factor parameter of UAVs number.
|Uλ| = n = φ3 × ∑

w∈Wλ dλ

w Number of UAVs during an OCA life cycle that should
not exceed the total demand of crowds majored by φ2.

∀u ∈ Uλ, (ϑλ

u , τ̌u, τ̂u) =
rand{(15, 30, 50),
(15, 25, 40), (10, 20, 30), (10, 15, 20)}

Four UAV configurations defined by a triple of
parameters chosen according to real-word UAVs
characteristics

∀u ∈ Uλ, δ̌λ

u Energy percentage threshold determined using Eq. (2)
∀u ∈ Uλ, δ̂λ

u Energy percentage threshold determined using Eq. (3)

4.1.2 Experimental Settings and Metrics

The PCTs solver is implemented in Python programming language. The outlined BLP-PCTλ

(see Section 3) is also implemented using DOcplex Python Modeling API of IBM-ILOG-CPLEX
(version 12.10) using its default tuning parameters7. All simulations have been conducted on a personal
computer (Intel(R) Core(TM) i7-10700 CPU, 2.90 GHz with 8 GB RAM) running with Windows 11
and Python 3.7 compiler.

7https://www.ibm.com/docs/en/icos/12.9.0?topic=cplex-list-parameters.

https://www.ibm.com/docs/en/icos/12.9.0?topic=cplex-list-parameters
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We empirically evaluated our PCTs solver on the instances set described in Section 4.1.1. In order
to discuss the added value of its use, we considered the following metrics to evaluate the PCTs solver
performance:

• Z1 = ∑
λ∈�

Zλ

1 : the total of objective function values Zλ

1 , expressed by Eq. (6), that considers the
cumulative time consumed by all UAVs during their transitions through the different periods
of the OCA life cycle.

• Z2 = ∑
λ∈�

Zλ

2 : the total of objective function values Zλ

2 , expressed by Eq. (7), that considers the
cumulative energy consumed by all UAVs during their transitions through the different periods
of the OCA life cycle.

•  ≤ |�|: the number of periods during the OCA life cycle that our PCTs solver was able to solve.
Indeed, at some periods λ ∈ �, when the BLP-PCTλ is applied on PCTλ with a given objective
function, there are some selected UAVs which will be unavailable during the next periods which
perturbs PCTλ+1 solvability. This point was discussed in depth in Section 4.2.

• �λ: the consumed CPU-time (in seconds) to solve a PCTλ for a given period λ ∈ � of a given
PCT instance.

• � = ∑
λ∈�

�λ: the total consumed CPU-time to solve the PCTλ for all periods λ ∈ � of a given
PCT instance with a given objective function.

4.2 Simulation Results and PCTs Solver Performance
Table 2 displays an excerpt of the results obtained by applying the PCTs solver on the 840-

instances set described in Section 4.1.1 according to the metrics described in Section 4.1.2. All the
global simulation results file as well as the detailed results of each instance under the two considered
objective functions are available to download through the below link8. Instances names follow the
pattern (|Sλ|_φ1_φ2_φ3_|�|). Each instance was solved for each objective function considered in the
BLP-PCTλ such as Z1 and Z2. According to the considered objective functions, we reported the two
couples (Z1

, �Z1
) and (Z2

, �Z2
) that represent the number of solved periods and the total consumed

CPU-time, respectively, for each instance and for a considered objective function.

Table 2: Excerpt of PCTs solver simulation on 840-instances set

No. Instances |Sλ| φ1 φ2 φ3 |�| Z1 Z1
�Z1

Z2 Z2
�Z2

1 2_2_1_2_6 2 2 1 2 6 14082 6 1.05 7600 6 1.02
2 2_2_1_2_12 2 2 1 2 12 18219 12 2.47 8333 12 2.15
3 2_2_1_2_30 2 2 1 2 30 20013 29 5.72 8894 30 5.53
4 2_2_1_2_40 2 2 1 2 40 25724 40 7.53 9460 40 7.71
5 2_2_1_2_60 2 2 1 2 60 22988 52 10.45 10685 60 11.10
6 2_2_1_2_120 2 2 1 2 120 37063 105 20.74 9581 85 16.16
7 2_2_1_2_240 2 2 1 2 240 50695 240 45.58 12736 212 40.82
8 4_2_1_2_6 4 2 1 2 6 12645 4 1.42 7677 4 1.40

...
...

...
...

...
...

...
...

...
...

...
...

14 4_2_1_2_240 4 2 1 2 240 90438 240 83.49 18366 210 73.04
15 6_2_1_2_6 6 2 1 2 6 1751 1 0.22 3180 2 0.45

(Continued)
8The global and detailed PCTs solver simulation results and solutions on the 840-instances set are available via https://shortest.link/38ZH.

https://shortest.link/38ZH
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Table 2 (continued)

No. Instances |Sλ| φ1 φ2 φ3 |�| Z1 Z1
�Z1

Z2 Z2
�Z2

...
...

...
...

...
...

...
...

...
...

...
...

28 8_2_1_2_240 8 2 1 2 240 21375 129 40.62 10299 182 58.26
29 2_2_2_2_6 2 2 2 2 6 5747 4 0.71 4831 4 0.70

...
...

...
...

...
...

...
...

...
...

...
...

56 8_2_2_2_240 8 2 2 2 240 41907 116 62.88 12646 116 61.45
57 2_2_3_2_6 2 2 3 2 6 34602 6 2.00 15716 6 1.98

...
...

...
...

...
...

...
...

...
...

...
...

84 8_2_3_2_240 8 2 3 2 240 77112 166 93.57 16734 135 76.63
85 2_4_1_2_6 2 4 1 2 6 3732 4 0.63 4116 6 0.69

...
...

...
...

...
...

...
...

...
...

...
...

420 8_12_3_2_240 8 12 3 2 240 9354 240 51.98 3530 240 50.00
421 2_2_1_4_6 2 2 1 4 6 7758 6 1.69 6144 6 1.74

...
...

...
...

...
...

...
...

...
...

...
...

840 8_12_3_4_240 8 12 3 4 240 8528 240 96.69 3490 240 96.77

4.2.1 PCTs Solver Coverage Ability

When applying the PCTs solver on a given instance with |�| periods, it may not cover all the
periods in �. Indeed, at each period λ ∈ �, the PCTs solver deals with the corresponding BLP-
PCTλ according to (i) the considered objective function Zλ

1 or Zλ

2 , (ii) the set of stations Sλ and their
characteristics, (iii) the set of UAVs Uλ and their characteristics, and (iv) the set of existing crowds W λ

their characteristics.

Fig. 5 shows the PCTs solver coverage ability covab according to the considered objective function
and the number of periods |�|. The coverage ability is measured by the percentage of solved periods
 compared to the total number of periods of each instance |�| calculated as follows:

covab = 

|�| × 100 (13)

Figs. 5a–5d show the average, maximum, and minimum covabs obtained by instances combination
of the UAVs availability determined by (φ3 = 2, φ3 = 4) and the considered objective functions (Zλ

1 ,
Zλ

2 ) in BLP-PCTλ, respectively. It can be noticed that the average of coverage ability is around 90% for
φ3 = 2 and 100% for φ3 = 4 for both objective functions Zλ

1 and Zλ

2 . This is expected since the number
of UAVs plays a key role in the resolution process. It is worth reminding that the availability of each
UAV u ∈ Uλ changes from one period to another because of the decrease in its autonomy in terms
of power that is determined by the triple (ϑλ

u , τ̌u, τ̂u). After a certain number of periods in the OCA
life cycle, some UAVs lose their energy and the PCTs solver becomes unable to solve the remaining
periods. This is explained by the fact that, for each period λ ∈ �, the PCTs solver considers only the
current PCTλ parameters and does not take into account the CMA states and the OCA needs in the
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next periods. This drawback will be discussed in Section 5 as a new challenge to improve the PCTs
solver.

Figure 5: Ability of PCTs solver in terms of periods coverage  according to the number of periods
|�| and the UAVs availability φ3

Fig. 6 displays the PCTs solver coverage ability according to the considered objective function
and the number of stations |Sλ|. Figs. 6a and 6b show instances of low UAVs availability, the PCTs
solver average, maximum, and minimum covab relative to the considered objective functions (Zλ

1 , Zλ

2 )
in BLP-PCTλ, respectively. It can be noted that the covab average is greater than 90% for |Sλ| = {2, 4, 8}
and less than 90% for |Sλ| = 8 for both objective functions Zλ

1 and Zλ

2 . This observation proves that
increasing the number of stations does not necessarily improve the coverage ability of the PCTs solver.
Indeed, increasing the number of CSs may decrease the travel distance between flying UAVs and CSs,
however, it has no effect on flying UAVs movements between different crowds. Also, there are some
other important factors that affect the coverage ability namely the location distribution of the CSs over
the OCA, the capacity of each CS, and the UAVs distribution over the different CSs. This assumption
was also highlighted in Section 4.3 and further discussed in Section 5 as an additional challenge to
improve the PCTs solver.
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Figure 6: Ability of PCTs solver in terms of periods coverage  according to the number of stations |Sλ|

Fig. 7 shows the PCTs solver coverage ability according to the considered objective function and
the maximum number of crowds at each period determined by |φ1|. Figs. 7a and 7b show instances
of low UAVs availability, the PCTs solver average, maximum, and minimum covab relative to the
considered objective functions (Zλ

1 , Zλ

2 ) in BLP-PCTλ, respectively. A strange behavior can be easily
observed which consists in the fact that the covab average increases and reaches 100% when the number
of crowds is increased for both objective functions Zλ

1 and Zλ

2 . This observation can be explained by
the fact that our PCTs solver is always applied on an OCA. Indeed, a crowded area with a low number
of crowds does not mean that the area where the crowds are located are small compared to their whole
OCA dimensions/area. To preserve the characteristics of the crowds in the OCA, it should be reminded
that at each period of all of our generated PCT instances, the total area of the crowds was considered
to be very close to that of the OCA (see the crowds rays rayλ

w calculation way shown in Table 1). For
example, if the maximum number of crowds φ1 is set to 2, we can find two big crowds that navigate
over the whole OCA and require a higher number of UAVs.

Figure 7: Ability of PCTs solver in terms of periods coverage  according to the number of crowds φ1

4.2.2 PCTs Solver Computation Performance

It is worth reminding that solving BLP-PCTλ is performed by the PCTs solver at the beginning
of each period λ ∈ � during a given OCA life cycle. To ensure a high QoS of a given CMA, a quick
BLP-PCTλ application is needed to provide new UAVs-Crowds/UAVs-CSs assignment. Fig. 8 shows
the recorded average, maximum, and minimum CPU-time �λ consumed by solving BLP-PCTλ for all
840-instances by the PCTs solver. The instances are categorized according to the considered objective
function and the UAVs availability. We can confirm that our model BLP-PCTλ is efficient in preserving
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the QoS of any given CMA. Indeed, for instances with low UAVs availability (φ3 = 2), the average
CPU-time is about 0.25 s and does not exceed about 0.75 s for both objective functions Zλ

1 and Zλ

2 . For
instances with high UAVs availability, the CPU-times are 0.4 and 1.5 s, respectively. It is also worth
noting that the average CPU-time is very close to the minimum one.

Figure 8: CPU-time consumption �λ of BLP-PCTλ solving

Figs. 9a–9d represent the average, maximum, and minimum CPU-time � taken by PCTs solver
to solve BLP-PCTλ for all periods of a given instance. They show these CPU-times according to the
combination of the UAVs availability determined by (φ3 = 2, φ3 = 4) and the considered objective
functions (Zλ

1 , Zλ

2 ) in BLP-PCTλ, respectively. Only the CPU-times of instances where the PCTs solver
covers all periods are displayed (i.e., covab = 100%,  = |�|). In the worst case, for each instance,
the PCTs solver solves the BLP-PCTλ for |�| times. For this reason, Fig. 9 also shows that the average
of the global consumed CPU-time increases while increasing the number of periods |�|. Likewise, the
increase in UAVs availability for instances with φ3 = 4, resulted in the CPU-time to double compared
to instances with low UAVs availability. This can be explained by the increase in the decision variables
xλ

uw and yλ

us for each BLP-PCTλ.

Figure 9: (Continued)
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Figure 9: CPU-time consumption � of PCTs solver for instances where  = |�|

4.3 Objective Functions Sensitivity Analysis
The initial investment in the infrastructure of a given CMA system in terms of UAVs and CSs

is very important to be able to provide a high QoS level. Also, it determines its competitiveness level
in the market. The two major considered criteria to evaluate a CMA performance are its dissipated
energy and its response time for any request. The response time criteria can be evaluated by the
time consumed by a solver to provide new distribution/assignment of UAVs over the OCA, already
discussed in Section 4.2.2, and the time consumed by all UAVs to rejoin their new positions provided
by the solver.

The two considered objective functions Zλ

1 and Zλ

2 expressed by Eqs. (6) and (7), i.e., minimizing
the total time consumed by all UAVs moves and the total energy consumed, are strongly connected.
Indeed, the consumed energy by a given UAV is determined by its characteristic and the moves carried
out during the OCA life cycle as shown by the energy loss function expressed by Eq. (1). In this section,
we assessed the sensitivity analysis of these two objective functions according to the variation of the
initial infrastructure in terms of UAVs and CSs. Then, we provided their sensitivity analysis according
to the level of instance granularity determined by the intervene frequency of the PCTs solver to achieve
a new distribution of the UAVs over the OCA.

4.3.1 UAVs Availability Impact Analysis

Fig. 10, reports on the two objective functions variation Z1 and Z2 according to the variation of
UAVs availability determined by the parameter φ3 for all instances where  = |λ| (see Table 1). Then,
it can be easily concluded that when the UAVs availability increases, the PCTs solver gains in terms
of both energy and time. This is explained by the fact that the PCTs solver has more flexibility in
terms of UAVs to select those having the characteristics to dissipate less energy and time during their
movements. This fact will be further discussed as a new challenge in Section 5 to be able to achieve
more optimality in a given CMA system. Indeed, the choice of a UAV fleet should be carefully carried
out according to the UAVs characteristics, already discussed in Section 3.2.
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Figure 10: Energy and time sensitivities vs. UAVs availability

4.3.2 CSs Availability Impact Analysis

Fig. 11 reports on the objective function values Z1 and Z2, for instances with fixed parameters
φ1 = 8 and φ2 = 2 where  = |λ|, according to different CS numbers (Sλ = p = {2, 4, 6, 8}). We
can easily notice that for all instances the energy and time decrease when Sλ increases from 2 to 4 and
from 4 to 6 but they increase again when Sλ is set to 8. This abnormal behavior has already been noted
in Section 4.2.1. Indeed, when the CSs availability is increased, this does not necessarily mean that
the UAVs will be closer to the crowds and then the whole CMA consumed energy and time will be
reduced. It should be reminded that it depends on the CSs distribution over the OCA and the initial
and online assignment of UAVs to Crowds and CSs. This fact will be further discussed in Section 5
and considered as a highly challenging CSs mobility and assignment issue.

Figure 11: (Continued)
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Figure 11: Energy and time sensitivities vs. number of stations

4.3.3 Granularity Level Impact Analysis

Apart from the initial CMA system cost, there is a very important parameter that affects the two
objective functions. This parameter is the update frequency of UAVs positions, over the OCA and
CSs, provided by the PCTs solver, and noted as granularity level. Fig. 12 shows the objective function
values Z1 and Z2, for instances with fixed parameters φ3 = 2 and φ3 = 4 where  = |λ|, for different
periods (|λ| = {6, 12, 30, 40, 60, 120, 240}). Due to the reduced frequency of the UAVs location change
for small |�| values, this will logically lead to energy and time increase when |�| decreases for all
instances. However, it is worth noting that with certain |λ| values, Z1 and Z2 become very close for
most of the instances. For example, for |�| = 120 and |�| = 240, the consumed energy or time values
are very close and sometimes equal. This shows that, for some CMA system contexts, the granularity
level can be reduced to optimize energy and time and allow the system to be more competitive in
terms of service pricing, without decreasing the QoS level. This observation was further discussed in
Section 5.

Figure 12: (Continued)
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Figure 12: Energy and time sensitivities vs. granularity level (number of periods)

5 Future Challenges

With a certain abstraction level in the context of CMA applications, we suggested the first
attempt to formally model and optimally solve the PCT problem using drones. In order to study
and analyze the PCTs solversensitivity, we defined a set of greatly important parameters in achieving
optimality in terms of CMA infrastructure investment and maintenance, its QoS, service pricing,
market competitiveness, among others. By simulating the PCTs solver on a set of diverse instances
and then analyzing the obtained results, this section was devoted to enumerating a set of challenges
to improve its optimality. In the sequel, we categorized these challenges according to the effective and
influential aspects whose impact on PCT optimality had already been proven.

5.1 UAVs-Related Challenges
In the previous section, we referred to the important impact of UAVs availability and character-

istics on the PCTs solver in terms of coverage ability, consumed CPU-time, and obtained objective
function value. According to these issues, we can report the following challenges:

• The UAVs availability has an important impact on the PCTs solver coverage ability. In fact,
providing a huge number of UAVs would not be a good idea since it would affect the CPU
solving-time as well as the CMA initial investment in terms of infrastructure. Consequently,
studying the optimal UAVs number in the initial fleet might be a challenge to allow facing
this drawback. This type of issues has already been widely investigated in the literature in the
context of Vehicle Routing Problem (VRP) [87]. The main specificity that characterizes the
PCT problem from that of the VRP is that the characteristics and behavior of crowds are
unpredictable which affects the UAVs need. However, the literature involves many proposed
methods that can be used to predict crowds characteristics and behavior based on machine
learning techniques [35,43,53,57,60–62,67,68].

• Even if the UAVs availability and characteristics are initially studied based on crowds prediction,
the PCTs solver can not cover all the OCA periods. Indeed, by solving the BLP-PCTλ at each
period λ ∈ �, only the current OCA state, and CMA available infrastructure are considered.
This drawback may involve a PCTs solver coverage inability during future periods. This can be
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due to the exhaustion of some potential UAVs that might answer a future coverage need. We call
this disadvantage the “PCTs solver myopia”. To improve the PCTs perspicacity solver, we can
propose to preliminary solve all PCTλ, ∀λ ∈ �, using only one improved BLP. There are many
homologous optimization problems that have already been treated in many fields namely the
multi-periodic production scheduling where we can cite the Multiple Knapsack Problem with
Setup (MKPS) [88]. Some prediction techniques should necessarily be considered like those
suggested in the previous challenge. Solving the whole PCTλ, ∀λ ∈ �, relying only on solving
one BLP, involves an increasing number of constraints and decision variables and might then
result a CPU-time overhead. This issue is due to the fact that the solution process is performed
in advance (offline).

• Balancing the UAVs use can be also considered as an additional challenge to the improved
BLP since it involves a set of special objectives or constraints. Indeed, focusing only on the
use of a specified kind of UAVs while others, may cause some UAVs maintenance extra cost.
Many balancing optimization techniques have already been used in the literature to balance the
resources use when solving optimization problems [89–91].

5.2 CSs-Related Challenges
We have already shown that the CSs availability has an impact on the UAVs energy and

time consumption. In some cases, the CSs availability and location affect both energy and time
consumption. To avoid such an issue, we propose investigating the following challenges:

• Studying the CSs initial locations tacking into account the crowds behavior and characteristics
focusing on a better initial and future UAVs distribution over CSs. Some machine learning
techniques, proposed in UAVs related challenges, can be used to achieve this objective. Many
analog works in the literature related to the optimization of the Facility Location Problem (FLP)
[92–94] can be considered while dealing with this issue.

• Fixed CSs locations may cause UAVs to consume a lot of energy and time during the whole
OCA coverage process. Mobile CSs, can be a very interesting study issue to reduce energy and
time consumption and decrease the initial CMA infrastructure costs by controlling the number
of UAVs and CSs. Some research works have already tried to propose a system with mobile CSs,
no such a formal optimal model has been conceived [63,95]. This is an additional issue to the
other UAVs-related challenges in order to efficiently optimize the UAVs online distribution and
then their future availability.

• The BLP improvement challenge, suggested in the previous section, can also be enhanced by
the CSs mobile location to ensure UAVs the availability.

5.3 Granularity Level-Related Challenges
The granularity level impact analysis, performed in Section 4.3.3, proves that the update frequency

of UAVs locations has a very important impact on energy and time consumption. We also noticed
that the increasing of this frequency does not necessarily imply an increase in UAVs energy and time
consumption. Therefore, we suggested an open challenge that consists of a technique that minimizes
the granularity level (reduce the update frequency) in order to reduce the energy and time consumption
without losing the QoS provided by a CMA system. This challenge aims to reduce the service pricing
and increase the competitiveness of the system over the market. On the other hand, reducing the
number of periods |�| makes the improved BLP, proposed as a challenge in the previous sections,
easier to solve due to the reduction of the constraints and decision variables numbers.
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6 Conclusion

In this paper, a PCTs solver was proposed to periodically solve the PCT using UAVs. This can
be embedded in a CMA system using UAVs to provide a crowd-tracking service while ensuring an
adequate QoS. The review of the literature allowed us to recognize that all the related works, in the
field of crowd tracking, consider only a specified application of the crowd monitoring and analysis
systems. In addition, we also diagnosed another gap that consists of a lack of formal and generic
models to solve the crowd tracking problem. Consequently, we proposed a BLP to optimally solve
the PCT. This model is based on several assumptions and parameters that were thoroughly defined
and studied. To assess the performance of the PCTs solver, we provided a set of 840 diversified PCTs
instances. The computational results, obtained by the simulation of the PCTs solver on these instances,
led us to evaluate the first attempt to formally model the PCT and periodically solve it. Furthermore,
we suggested a set of open challenges to enhance its solving capabilities. These potential new challenges
were recognized based on many criteria related to the OCA characteristics and the initial infrastructure
cost of such a CMA system using UAVs.
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