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#### Abstract

The extraction of traveling wave solutions for nonlinear evolution equations is a challenge in various mathematics, physics, and engineering disciplines. This article intends to analyze several traveling wave solutions for the modified regularized long-wave (MRLW) equation using several approaches, namely, the generalized algebraic method, the Jacobian elliptic functions technique, and the improved $Q$-expansion strategy. We successfully obtain analytical solutions consisting of rational, trigonometric, and hyperbolic structures. The adaptive moving mesh technique is applied to approximate the numerical solution of the proposed equation. The adaptive moving mesh method evenly distributes the points on the high error areas. This method perfectly and strongly reduces the error. We compare the constructed exact and numerical results to ensure the reliability and validity of the methods used. To better understand the considered equation's physical meaning, we present some 2D and 3D figures. The exact and numerical approaches are efficient, powerful, and versatile for establishing novel bright, dark, bell-kink-type, and periodic traveling wave solutions for nonlinear PDEs.
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## 1 Introduction

Many natural and physical processes can be effectively described using partial differential equations (PDEs). For example, plasma physics, vibrations in materials, population growth, the flow of liquids and gases, electromagnetic fields, waves in liquids, radiation, optical fibers, heat transfer, and others can be efficiently and successfully studied using PDEs. In particular, many significant oceanic phenomena have been explained by soliton propagation, including nonlinear shallow or deep sea wave propagation, transverse waves in shallow water, magneto hydrodynamic waves in plasma, and phonon packets in nonlinear crystals. PDEs provide a comprehensive explanation for the future behavior of such phenomena. The future behavior of these problems is well-known from the exact and numerical solutions of the corresponding PDEs. In other words, to better understand the long-term behavior of non-linear phenomena, it is consequential to explore their exact solutions. Therefore, the development of fundamental and systematic methods for deriving analytical solutions to PDEs has become a popular and fascinating subject for most scholars. Among these techniques, we propose the
improved $\exp (-\Delta(\zeta))$-expansion method [1], the improved Kudryashov technique [2], the first integral technique [3], the generalized direct algebraic method [4], the improved $Q$-expansion method [5], the Jacobian elliptic functions technique [6], and more others. More information on various techniques and analytical solutions, including dark and light solitons, can be found in the references [7-18].

The generalized long wave (GRLW) equation [19] reads
$\Phi_{t}+\Phi_{x}+c_{1} \Phi^{q} \Phi_{x}-c_{2} \Phi_{x x t}=0$,
where $c_{1}, c_{2}$ and $q$ are positive integers and $u$ represents the wave amplitude.
Eq. (1) is used to model the transverse waves in shallow water and the development of an undular bore. In addition, Eq. (1) plays an important role in physics as it is mainly used to study some phenomena involving dispersion waves such as magneto-hydrodynamic waves in plasma and ionacoustic waves. The modified regularized long-wave equation (MRLW) [19,20], which is a special case of Eq. (1), reads as follows:
$\Phi_{t}+\Phi_{x}+\frac{1}{3}\left(\Phi^{3}\right)_{x}-\Phi_{x x t}=0$.
Eq. (2) efficiently describes the propagation of nonlinear dispersive waves which occur in elastic rods and shallow water. This equation was analyzed in detail in various studies in terms of its numerical and exact solutions. For example, Bulut et al. [21] applied the effective Sine-Gordon expansion technique to search for soliton, optical wave and kink structures for Eq. (2). Pervin et al. [22] used the cosine function method to extract four traveling wave solutions for the MRLW equation. In [23], some numerical solutions for the MRLW equation were successfully obtained utilizing finite difference and finite element methods. The finite element approach was used by Karakoc et al. [24] to develop a collocation solution for Eq. (2). Also, the quartic B-spline collocation method was invoked in [25] to establish some numerical solutions for Eq. (2). Eq. (2) was also solved numerically in [26] via the collocation approach. In [24], a Petrov-Galerkin method with a cubic B-spline function was perfectly performed on Eq. (2) to investigate its numerical solutions. Jena et al. [27] took advantage of a quartic B-spline strategy with a fifth order Runge-Kutta scheme to develop a numerical solution for Eq. (2). Raslan et al. [28] derived some effective numerical results for the MRLW problem by using the finite element method. Khan et al. [29] approximated the numerical solutions of Eq. (2) by utilizing a homotopy analysis technique. Karakoç et al. [30] implemented a septic B-spline collocation method on Eq. (2) to obtain its numerical solution. The stability of the method was also discussed in [30]. Finally, Essa et al. [31] applied the multigrid approach and the finite difference method to Eq. (2) to extract one, two and three soliton solutions for the proposed equation. It can be noted that previous studies on Eq. (2) have mostly focused on finding the numerical solutions rather than seeking to reduce the resulting error. However, our study was able to reduce the error and acquire the numerical solutions of Eq. (2).

The motivation for this paper stems from the recent developments presented in the literature review. The main purpose of this paper is to develop some traveling wave solutions of the MRLW equation using the generalized algebraic technique, the Jacobian elliptic functions method, and the improved $Q$-expansion technique. The proposed methods have wonderful advantages, which are as follows. These methods provide a variety of reliable traveling wave solutions in the form of trigonometric, hyperbolic and rational expressions which can be utilized to interpret some complex phenomena. Moreover, the improved $Q$-expansion method can be easily utilized to treat nonlinear equations with variable coefficients [32]. This paper also aims to implement the adaptive moving mesh method on Eq. (2) to extract its numerical solutions. It is significant to mention that the initial
condition of the numerical scheme is obtained from the constructed exact results. The main idea behind the used numerical method is to distribute the points in the curvature regions of the solutions. Despite the fact that numerous researchers work analytically to find the traveling wave solutions of the MRLW equation, only few scientists investigate the numerical solutions of this problem with a very small error. The points are fairly distributed in the areas with high error using the adaptive moving mesh approach. This procedure, which is not available on the majority of numerical algorithms, perfectly decreases the error. Hence, the numerical approach used is employed to generate accurate and dependable results. One of the greatest ways to ensure that the solutions are accurate is to check the conformity of exact and numerical solutions. Even though some experts only find exact solutions, in this study, we compare the exact and numerical solutions to ensure that the solutions are perfectly accurate and correct.

This article is structured as follows. Section 2 is devoted to the description of the proposed methods, namely, the generalized algebraic method, the Jacobian elliptic functions method, and the improved $Q$-expansion approach. In Section 4, we analyze the numerical solutions of the proposed problem. In Section 5, the main results are presented and discussed. Finally, Section 6 concludes this study.

## 2 Summary of Proposed Methods

We consider a nonlinear evolution equation with some physical fields $\Phi(x, t)$ in two variables $x$, and $t$ as follows:
$\Psi_{1}\left(\Phi, \Phi_{t}, \Phi_{x}, \Phi_{x x t}, \ldots\right)=0$.
Step 1. We seek explicit traveling wave solutions on the form
$\Phi=\phi(\xi), \quad \xi=k(x-c t)$,
where $k$ and $c$ are the wave number and wave speed, respectively.
Step 2. Using Eqs. (3) and (4) is directly reduced to
$\Psi_{2}\left(\phi, \phi_{\xi} \phi_{\xi}, \phi_{\xi \xi \xi}, \ldots\right)=0$,
where $\Psi_{2}$ is a polynomial in $\phi(\xi)$ and its derivatives.

### 2.1 Generalized Algebraic Method

According to the generalized direct algebraic method [4], the solution of Eq. (2) is given by
$\phi(\xi)=\sum_{j=0}^{N} a_{j} \psi^{j}+\sum_{j=1}^{N}\left(\frac{b_{j}}{\psi^{j}}+c_{j}\left(\frac{\psi}{\psi^{\prime}}\right)^{j}\right)+\sum_{j=2}^{N} d_{j} \psi^{j-2} \psi^{\prime}$,
where $a_{j}, b_{j}, c_{j}, d_{j}$ are to be determined, $N$ is an integer number obtained by taking the balance between the highest degree of the nonlinear terms and the highest order of the derivatives and $\psi(\xi)$ is a solution of the following differential equation:
$\psi^{\prime}(\xi)=\varepsilon \sqrt{\sum_{j=0}^{m} q_{j} \psi^{j}(\xi)}$,
where $\varepsilon$ is a parameter, $m$ and $q_{j}$ are given in Table 1 in [4].

Table 1: This table illustrates the $L_{2}$ norm error for the uniform mesh and the adaptive moving mesh method. Also, we present the CPU time taken to reach $t=10$ in this plot

| $\mathrm{N}(\Delta x)$ | Measured error $\left(L_{2}\right.$ norm $)$ |  |  | CPU time taken to reach $t=10$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Uniform mesh | Adaptive moving mesh |  | Uniform mesh | Adaptive moving mesh |
| $200(0.25)$ | $1.2 \times 10^{-3}$ | $6.04 \times 10^{-5}$ |  | 0.2 s | 0.23 s |
| $400(0.125)$ | $3.14 \times 10^{-4}$ | $3.88 \times 10^{-6}$ |  | 0.26 s | 0.32 s |
| $800(0.063)$ | $7.88 \times 10^{-5}$ | $2.34 \times 10^{-7}$ |  | 0.4 s | 0.78 s |
| $1600(0.0313)$ | $2.05 \times 10^{-5}$ | $1.79 \times 10^{-8}$ |  | 0.79 s | 1.66 s |
| $3200(0.016)$ | $7.8 \times 10^{-6}$ | $3.5 \times 10^{-9}$ |  | 1.51 s | 4.04 s |
| $6400(0.0078)$ | $6.2 \times 10^{-6}$ | $2.63 \times 10^{-9}$ |  | 3.4 s | 8.14 s |
| $8000(0.0063)$ | $6.0 \times 10^{-6}$ | $2.59 \times 10^{-9}$ | 4.4 s | 11.3 s |  |

### 2.2 Improved Q-Expansion Method

The improved $Q$-expansion method [5] introduces the traveling wave solution of Eq. (2) on the form
$\phi(\xi)=A_{0}+\sum_{j=1}^{N}\left(A_{j}(\mu+Q(\xi))^{j}+\frac{B_{j}}{(\mu+Q(\xi))^{j}}\right)$,
where $A_{j}, B_{j}$ and $\mu$ are to be evaluated later. The function $Q(\xi)$ represents a solution of the following differential equation:
$Q^{\prime}(\xi)=\gamma_{0}+\gamma_{1} Q(\xi)+\gamma_{2} Q(\xi)^{2}$,
where $\gamma_{0}, \gamma_{1}, \gamma_{2}$ are given in Table 1 in [5].

### 2.3 Jacobian Elliptic Functions Method

The Jacobian elliptic functions technique [6] gives the general form of the solution $\phi(\xi)$ by the following expression:
$\phi(\xi)=\sum_{l=0}^{N} a_{l} \operatorname{sn}^{\prime} \xi$,
where
$\phi^{\prime}(\xi)=\sum_{l=0}^{N} l a_{l} \mathrm{sn}^{l-1} \xi \operatorname{cn} \xi \mathrm{dn} \xi$.
Note that $\operatorname{sn} \xi, c n \xi, \operatorname{dn} \xi$ are the Jacobian elliptic sine functions [6]. These functions have the following relations:
$\mathrm{ns} \xi=\frac{1}{\operatorname{sn} \xi}, \operatorname{nc} \xi=\frac{1}{\operatorname{cn} \xi}, \operatorname{nd} \xi=\frac{1}{\operatorname{dn} \xi}, \operatorname{sc} \xi=\frac{\operatorname{cn} \xi}{\operatorname{sn} \xi}, \operatorname{cs} \xi=\frac{\operatorname{sn} \xi}{\operatorname{cn} \xi}, \mathrm{ds} \xi=\frac{\operatorname{dn} \xi}{\operatorname{sn} \xi}, \operatorname{sd} \xi=\frac{\operatorname{sn} \xi}{\operatorname{dn} \xi}$.

Furthermore, these functions satisfy the following equations:
$\mathrm{sn}^{2} \xi+c n^{2} \xi=1, \quad \mathrm{dn}^{2} \xi+m^{2} \mathrm{sn}^{2} \xi=1, \quad \mathrm{~ns}^{2} \xi=1+\mathrm{cs}^{2} \xi$,
$\mathrm{ns}^{2} \xi=m^{2}+\mathrm{ds}^{2} \xi, \quad \mathrm{sc}^{2} \xi+1=\mathrm{nc}^{2} \xi, \quad m^{2} \mathrm{sd}^{2}+1=\mathrm{nd}^{2} \xi$,
where $0<m<1$ is a modulus. In addition, the derivatives of the Jacobi elliptic functions are given by $\mathrm{sn}^{\prime} \xi=\mathrm{cn} \xi \mathrm{dn} \xi, \quad \mathrm{cn}^{\prime} \xi=-\mathrm{sn} \xi \mathrm{dn} \xi, \quad \mathrm{dn}^{\prime} \xi=-m^{2} \operatorname{sn} \xi \mathrm{cn} \xi$.
$\mathrm{ns}^{\prime} \xi=-\mathrm{ds} \xi \mathrm{cs} \xi, \quad \mathrm{ds}{ }^{\prime} \xi=-\mathrm{cs} \xi \mathrm{ns} \xi, \quad \mathrm{cs}^{\prime} \xi=-\mathrm{ns} \xi \mathrm{ds} \xi$.
$\mathrm{sc}^{\prime} \xi=\mathrm{nc} \xi \mathrm{dc} \xi, \quad \mathrm{nc} \xi=\operatorname{sc} \xi \mathrm{dc} \xi, \quad \mathrm{cd}^{\prime} \xi=\operatorname{cd} \xi \mathrm{nd} \xi, \quad \mathrm{nd}^{\prime} \xi=m^{2} \mathrm{sd} \xi \mathrm{cd} \xi$.
We can obtain a periodic solution with Jacobi elliptic functions when $m \rightarrow 1$. If $m \rightarrow 1$ we have that $\operatorname{sn} \xi$ tends to $\tanh \xi$. Hence, the periodic traveling wave solution is given by
$\phi(\xi)=\sum_{j=0}^{N} a_{j} \tanh ^{j} \xi$.

## 3 Exact Solutions

In this section, the exact traveling wave solutions of Eq. (2) are found using three different methods. Applying Eq. (4) on Eq. (2) yields
$3 w k^{2} \phi^{\prime \prime}+\phi^{3}+3(1-w) \phi=0$.
Balancing the highest order derivative $\phi^{\prime \prime}$ and non-linear term $\phi^{3}$ leads to $N=1$.

### 3.1 Application of Generalized Direct Algebraic Method

In this subsection the traveling wave solutions of Eq. (2) are acquired using the generalized direct algebraic method. Since $N=1$, Eq. (5) becomes
$\phi(\xi)=a_{0}+a_{1} \psi(\xi)+\frac{b_{1}}{\psi}+c_{1} \frac{\psi}{\psi^{\prime}}$.
Inserting Eq. (13) into Eq. (12) along with Eq. (6), we obtain a polynomial in $\psi(\xi)$. Collecting the coefficient of $\psi(\xi)^{j},(j=-3,-2,-1,0,1,2,3 \ldots)$, yields a system of algebraic equations. Solving this system obtains the values of $a_{0}, a_{1}, b_{1}, c_{1}$ and $c$ as follows:

Case 1: When $q_{2}>0, q_{4}<0$, and $q_{0}=q_{1}=q_{3}=0$ (see Table 1 in [4]), the values of the constants are given by
$a_{0}=0, \quad a_{1}= \pm \varepsilon k \frac{\sqrt{6 q_{4}}}{\sqrt{\varepsilon^{2} k q_{2}-1}}, \quad b_{1}=0, \quad c_{1}=0, \quad c=\frac{1}{1-\varepsilon^{2} k q_{2}}$,
and then the traveling wave solution is given by
$\Phi_{1}(x, t)= \pm \varepsilon k \frac{\sqrt{6 q_{4}}}{\sqrt{\varepsilon^{2} k q_{2}-1}}\left(\varepsilon \sqrt{-\frac{q_{2}}{q_{4}}} \operatorname{sech}\left(k \sqrt{q_{2}}\left(x-\frac{t}{1-\varepsilon^{2} k q_{2}}\right)\right)\right)$.

Case 2: When $q_{2}<0, q_{4}>0, q_{0}=\frac{q_{2}^{2}}{4 q_{4}}$, and $q_{1}=q_{3}=0$, the traveling wave solution is expressed as $\Phi_{2}(x, t)= \pm \varepsilon k \frac{\sqrt{6 q_{4}}}{\sqrt{\varepsilon^{2} k q_{2}-1}}\left(\varepsilon \sqrt{-\frac{q_{2}}{2 q_{4}}} \tanh \left(k \sqrt{-\frac{q_{2}}{2}}\left(x-\frac{t}{1-\varepsilon^{2} k q_{2}}\right)\right)\right)$.

Case 3: When $q_{2}>0, q_{4}>0, q_{0}=\frac{q_{2}^{2}}{4 q_{4}}$, and $q_{1}=q_{3}=0$, the traveling wave solution is shown by $\Phi_{3}(x, t)= \pm \varepsilon k \frac{\sqrt{6 q_{4}}}{\sqrt{\varepsilon^{2} k q_{2}-1}}\left(\varepsilon \sqrt{\frac{q_{2}}{2 q_{4}}} \tan \left(k \sqrt{\frac{q_{2}}{2}}\left(x-\frac{t}{1-\varepsilon^{2} k q_{2}}\right)\right)\right)$.

Here, we take let $k=1$ and $\varepsilon= \pm 1$ to ensure that the obtained solutions are correct.

### 3.2 Application of the Improved Q-Expansion Method

In this subsection, the traveling wave solutions of Eq. (2) are introduced using the improved $Q$ expansion method. Since $N=1$, Eq. (7) becomes
$\phi(\xi)=A_{0}+A_{1}(\mu+Q(\xi))+\frac{B_{1}}{(\mu+Q(\xi))}$.
Substituting Eq. (14) into Eq. (12) along with Eq. (8) yields a polynomial in $Q(\xi)$ from which we collect the coefficient of $Q(\xi)^{j},(j=0,1,2, \ldots)$ to end up with a system of algebraic equations. Finding the solutions of this system gives the values of $A_{0}, A_{1}, B_{1}$, and $c$ as follows:
$A_{0}= \pm\left(\frac{2 \sqrt{3} \gamma_{2} \mu}{\sqrt{4 \gamma_{0} \gamma_{2}-\gamma_{1}^{2}-2}}-\frac{\sqrt{3} \gamma_{1}}{\sqrt{4 \gamma_{0} \gamma_{2}-\gamma_{1}^{2}-2}}\right)$,
$A_{1}=\mp \frac{2 \sqrt{3} \gamma_{2}}{\sqrt{4 \gamma_{0} \gamma_{2}-\gamma_{1}^{2}-2}}, \quad B_{2}=0$,
$c=\frac{2}{-4 \gamma_{0} \gamma_{2}+\gamma_{1}^{2}+2}$.
In order to make sure that the exact solution of Eq. (2) is correct, we let $k=1$.
Case 1: When $\gamma_{0}>0, \gamma_{1}=0, \gamma_{2}=1$, the exact solutions are
$\Phi_{4}(x, t)= \pm \frac{\sqrt{6} \mu}{\sqrt{2 \gamma_{0}-1}} \mp \frac{\sqrt{6}}{\sqrt{2 \gamma_{0}-1}}\left(\mu+\sqrt{\gamma_{0}} \tan \left(\sqrt{\gamma_{0}}\left(x-\frac{t}{1-2 \gamma_{0}}\right)\right)\right)$,
$\Phi_{5}(x, t)= \pm \frac{\sqrt{6} \mu}{\sqrt{2 \gamma_{0}-1}} \mp \frac{\sqrt{6}}{\sqrt{2 \gamma_{0}-1}}\left(\mu-\sqrt{\gamma_{0}} \cot \left(\sqrt{\gamma_{0}}\left(x-\frac{t}{1-2 \gamma_{0}}\right)\right)\right)$.
Case 2: When $\gamma_{0}<0, \gamma_{1}=0, \gamma_{2}=1$, the exact solutions are $\Phi_{6}(x, t)= \pm \frac{\sqrt{6} \mu}{\sqrt{2 \gamma_{0}-1}} \mp \frac{\sqrt{6}}{\sqrt{2 \gamma_{0}-1}}\left(\mu-\sqrt{-\gamma_{0}} \tanh \left(\sqrt{-\gamma_{0}}\left(x-\frac{t}{1-2 \gamma_{0}}\right)\right)\right)$,
$\Phi_{7}(x, t)= \pm \frac{\sqrt{6} \mu}{\sqrt{2 \gamma_{0}-1}} \mp \frac{\sqrt{6}}{\sqrt{2 \gamma_{0}-1}}\left(\mu-\sqrt{-\gamma_{0}} \operatorname{coth}\left(\sqrt{-\gamma_{0}}\left(x-\frac{t}{1-2 \gamma_{0}}\right)\right)\right)$.

Case 3: When $\gamma_{0}=0, \gamma_{1}=0, \gamma_{2}=1$, the exact solutions are
$\Phi_{8}(x, t)= \pm \frac{\sqrt{6} \mu}{\sqrt{2 \gamma_{0}-1}} \mp \frac{\sqrt{6}}{\sqrt{2 \gamma_{0}-1}}\left(\mu-\frac{\left(1-2 \gamma_{0}\right)}{\left(1-2 \gamma_{0}\right) x-t}\right)$.

### 3.3 Application of Jacobian Elliptic Function Expansion Approach

The essential aim of this part is to construct the traveling wave solutions of Eq. (2) using the Jacobian elliptic function expansion approach. Since $N=1$, Eq. (9) becomes
$\phi=a_{0}+a_{1} \operatorname{sn}(\xi)+b_{1} \operatorname{cn}(\xi)$,
where $a_{0}, a_{1}$ and $b_{1}$ are constants. From Eq. (15), we can develop the derivatives of $\phi$ as follows:
$\phi^{\prime}=a_{1} \operatorname{cn}(\xi) \operatorname{dn}(\xi)-b_{1} \operatorname{sn}(\xi) \operatorname{dn}(\xi)$,
$\phi^{\prime \prime}=-m^{2} \operatorname{sn}(\xi) a_{1}+2 a_{1} \operatorname{sn}(\xi)^{3} m^{2}+2 m^{2} \operatorname{sn}(\xi)^{2} \mathrm{cn}(\xi) b_{1}-a_{1} \operatorname{sn}(\xi)-b_{1} \mathrm{cn}(\xi)$.
Substituting Eqs. (15)-(17) into (12) and equating all coefficients of $\mathrm{sn}^{3}, \mathrm{sn}^{2} \mathrm{cn}, \mathrm{sn}^{2}$, $\mathrm{sncn}, \mathrm{sn}, \mathrm{cn}$, $\mathrm{sn}^{0}$ to zero lead to the following system:
$6 w k^{2} m^{2} a_{1}+\left(a_{1}^{3}-3 a_{1} b_{1}^{2}\right)=0$,
$6 w k^{2} m^{2} b_{1}+\left(3 a_{1}^{2} b_{1}-b_{1}^{3}\right)=0$,
$a_{0}\left(a_{1}^{2}-b_{1}^{2}\right)=0$,
$a_{0} a_{1} b_{1}=0$,
$3 w k^{2} a_{1}\left(-1-m^{2}\right)+\left(3 a_{0}^{2} a_{1}+3 a_{1} b_{1}{ }^{2}\right)+3(1-w) a_{1}=0$,
$-3 w k^{2} b_{1}+\left(3 a_{0}^{2} b_{1}+b_{1}^{3}\right)+3(1-w) b_{1}=0$,
$\left(a_{0}^{3}+3 a_{0} b_{1}^{2}\right)+3(1-w) a_{0}=0$.
Solving the above system, we obtain the values of $a_{0}, a_{1}, b_{1}$ and $w$ as given in the following cases:
Case 1:
$a_{0}=0, \quad a_{1}=0, \quad b_{1}= \pm \sqrt{6 w} k m, \quad w=\frac{1}{1+k^{2}\left(1-2 m^{2}\right)}$.
As long as $m \rightarrow 1$, the traveling wave solutions of Eq. (2) is degenerated by
$\Phi_{9}(x, t)= \pm \sqrt{6 w} k \operatorname{sech}(k(x-w t)), \quad w=\frac{1}{1-k^{2}}$.

## Case 2:

$a_{0}=0, \quad a_{1}= \pm \frac{\sqrt{3} k m}{\sqrt{-2+k^{2}\left(m^{2}-2\right)}}, \quad b_{1}=-\frac{\sqrt{3} k m}{\sqrt{2+k^{2}\left(2-m^{2}\right)}}, \quad w=-\frac{2}{-2+k^{2}\left(m^{2}-2\right)}$.
As long as $m \rightarrow 1$, the traveling wave solutions of Eq. (2) is degenerated by $\Phi_{10}(x, t)= \pm \frac{\sqrt{3} k}{\sqrt{-2-k^{2}}} \tanh (k(x-w t))-\frac{\sqrt{3} k}{\sqrt{2+k^{2}}} \operatorname{sech}(k(x-w t)), \quad w=\frac{2}{2+k^{2}}$.

Case 3:
$a_{0}=0, \quad a_{1}= \pm \frac{\sqrt{3} k m}{\sqrt{-2+k^{2}\left(m^{2}-2\right)}}, \quad b_{1}=\frac{\sqrt{3} k m}{\sqrt{2+k^{2}\left(2-m^{2}\right)}}, \quad w=-\frac{2}{-2+k^{2}\left(m^{2}-2\right)}$.
As long as $m \rightarrow 1$, the traveling wave solutions of Eq. (2) is shown as
$\Phi_{11}(x, t)= \pm \frac{\sqrt{3} k}{\sqrt{-2-k^{2}}} \tanh (k(x-w t))+\frac{\sqrt{3} k}{\sqrt{2+k^{2}}} \operatorname{sech}\left(k\left(x-\frac{2 t}{2+k^{2}}\right)\right)$.
Case 4:
$a_{0}=0, \quad a_{1}= \pm \frac{\sqrt{6} k m}{\sqrt{-1-k^{2}\left(1+m^{2}\right)}}, \quad b_{1}=0, \quad w=\frac{1}{1+k^{2}\left(1+m^{2}\right)}$.
As long as $m \rightarrow 1$, the traveling wave solutions of Eq. (2) is written as
$\Phi_{12}(x, t)=\frac{\sqrt{6} k}{\sqrt{-1-2 k^{2}}} \tanh \left(k\left(x-\frac{t}{1+2 k^{2}}\right)\right)$.

## 4 Numerical Results

Eq. (2) is discretised by applying a non-uniform mesh scheme, which will be discussed later. The derivation of this problem is obtained from some boundary conditions and the initial data which is taken by the exact solution Eq. (18) at $t=0$. Next, the finite difference technique and the method of lines are employed to find the numerical solution to this problem and discover the evolution of $\Phi(x, t)$. In our investigation explained below, we take the values of the parameters as follows: $k=0.5$, $w=1 /\left(1-k^{2}\right), a=-20$, and $b=30$. Then, the numerical solutions obtained by the uniform mesh and an adaptive moving mesh will be compared in terms of their convergence and accuracy.

### 4.1 Numerical Results on an Adaptive Mesh

In this subsection, we analyze the numerical solution of Eq. (2) using the adaptive moving mesh approach. The basic idea of the r-adaptive moving mesh techniques is to perfectly distribute the points on the variations of the solution [33]. Based on the equidistribution principle, many MMPDEs have been developed for time-dependent problems [34,35]. Huang et al. [36] and Budd et al. [34] have presented several continuous formulas for MMPDEs formed using the coordinate transformation and a monitor function. An appropriate choice of the monitor function often leads to good performance for the adaptive moving mesh approaches. We use the following boundary conditions:
$\Phi_{x}(a, t)=\Phi_{x}(b, t)=0, \quad \Phi_{x x}(a, t)=\Phi_{x x}(b, t)=0$,
where $a$ and $b$ are the end points of the physical domain. Moreover, the initial condition is established by evaluating the Eq. (18) at $t=0$. Eq. (18) is used when $t=5$ to investigate the accuracy and convergence of the computed solution using an adaptive moving mesh and the uniform mesh. Consider the coordinate transformation $x=x(\xi, t):[0,1] \rightarrow[a, b], t>0$, where $x$ denotes the physical coordinate, and $\xi$ is the computational coordinate. Then, the solution is expressed as $\Phi(x, t)=\Phi(x(\xi, t), t)$. Therefore, a moving mesh related to the solution $\Phi$ is formed as $\mathscr{J}_{h}(t s): x_{j}(\xi)=$ $x\left(\xi_{j}, t\right), j=1, \cdots, N+1$, where the boundary mesh is provided by $x_{1}=\xi_{1}, \quad x_{N+1}=(b-a) \xi_{N+1} . \mathrm{A}$ uniform mesh on the computational domain is given by $\mathscr{J}_{h}^{c}(t): \xi_{j}=(j-1) / N, j=1, \cdots, N+1$. We now use the chain rule on Eq. (2) to have
$q_{t}=\frac{\Phi_{\xi}}{x_{\xi}} x_{t}-\frac{f_{\xi}}{x_{\xi}}$,
$q=\Phi-\frac{1}{x_{\xi}}\left(\frac{\Phi_{\xi}}{x_{\xi}}\right)_{\xi}$,
$f=\Phi+\frac{\Phi^{3}}{3}$.
We then represent the boundary conditions in terms of the ODEs as follows: $\Phi_{t, 1}=0, \Phi_{t, N+1}=$ 0 , and the initial condition is assumed by Eq. (18) at $t=0$. Note that $x(\xi)$ can be generated using MMPDEs [33,35,37]. The MMPDE6 is used in this work to obtain more reliable solutions. The semidiscretisation of MMPDE6 was developed in [33,37] as
MMPDE6 : $\quad\left(x_{t, i+1}-2 x_{t, i}+x_{t, i-1}\right)=-\frac{1}{\tau}\left(\hat{\rho}_{i+1 / 2}\left(x_{i+1}-x_{i}\right)-\hat{\rho}_{i-1 / 2}\left(x_{i}-x_{i-1}\right)\right)$,
where $\hat{\rho}(x, t)$ represents a monitor function, $\hat{\rho}_{i+1 / 2}=\left(\hat{\rho}_{i+1}+\hat{\rho}_{i}\right) / 2, \hat{\rho}_{i-1 / 2}=\left(\hat{\rho}_{i}+\hat{\rho}_{i-1}\right) / 2$ and $\tau \in(0,1)$ is a relaxation constant. The boundary conditions are shown as $x_{t, 1}=0, x_{t, N+1}=0$ and the initial uniform mesh is taken by $x(\xi, 0)=(b-a)(j-1) / N, \quad j=1,2, \ldots, N+1$. Finally, the monitor function $\hat{\rho}(x, t)$ is selected as follows:
Curvature monitor function : $\quad \hat{\rho}(x, t)=\sqrt{1+\alpha\left|u_{x}\right|^{2}}$,
where $\alpha$ is a positive constant. Using a smooth function $\hat{\rho}$ is necessarily needed to enrich regular meshes [33,35,37]. Therefore, we execute the resulting low-pass filter double
$\hat{\rho}_{i, j} \leftarrow \hat{\rho}_{i, j}+1 / 8\left(\hat{\rho}_{i+1, j}+\hat{\rho}_{i-1, j}+\hat{\rho}_{i, j+1}+\hat{\rho}_{i, j-1}\right)+1 / 16\left(\hat{\rho}_{i+1, j+1}+\hat{\rho}_{i-1, j-1}+\hat{\rho}_{i-1, j+1}+\hat{\rho}_{i+1, j-1}\right)$.
Fig. 1 shows time evolution of $\Phi(x, t)$ and its associated mesh $x(\xi, t)$ obtained by applying the adaptive moving mesh scheme with $N=1000$.


Figure 1: This figure presents time evolution (time $t=0-10$ ) of the solution $\Phi(x, t)$. The parameter values $\alpha=10, k=0.5, N=1000$ and time $t$ increasing among 0 and 10 .

## 5 Results and Discussion

This section is to highlight the main results of this work. We use the generalized algebraic approach, the technique of elliptic Jacobian functions, and the improved Q-expansion approach to produce the exact solutions of Eq. (2). We also implement the adaptive moving mesh approach to extract the numerical solutions to the proposed problem.

Comparisons are perfectly made between the analytical solutions obtained and those from other studies. In [22], the authors developed four traveling wave solutions for the MRLW equation using the cosine function method. These solutions were given in terms of an inverse cosine function. In contrast, we use methods that provide multiple solutions in different forms. For example, the generalized direct algebraic approach provides many traveling wave solutions in the form of trigonometric functions and hyperbolic functions. Additionally, the improved $Q$-expansion process leads to abounding solutions in the form of trigonometric and hyperbolic functions. We can conclude that the used methods provide more traveling wave solutions than the cosine function method.

The obtained numerical solution of Eq. (2) coincides with the exact solution of this equation, as can be seen in Fig. 2a. Fig. 2a illustrates a single soliton solution to Eq. (2). Fig. 2b displays the curvature monitor function associated with the numerical solution presented in Fig. 2a. In Fig. 2b, we plot two solitary waves with the same amplitude when $t=10$. Moreover, in Figs. 3a and 3b, we observe that the numerical solution of Eq. (18) nearly behaves like its exact solution under the used parameter values which are $k=0.5, w=4 / 3, a=-20, b=30, N=500, \tau=10^{-4}$ and $\alpha=10$. Fig. 4c presents the curvature-based mesh density function associated with the solutions. Fig. 4d presents the time evolution of the equidistributing coordinate transformation $x(\xi, t)$.


Figure 2: (Continued)
(c)


Figure 2: (a) shows a single wave for the exact and numerical solutions of $\Phi(x, t=10)$. (b) Illustrates curvature-based density function and (c) depicts development of time using a non-uniform mesh and a uniform mesh. The parameter values are given by $\alpha=10, k=0.5, N=1000$.


Figure 3: A pulse exact solution of Eq. (18) is shown in the left figure while the right figure presents the numerical solution of this equation. The parameter values are taken by $k=0.5, w=4 / 3, a=-20$, $b=30, N=1000, \tau=10^{-4}, \alpha=10$ and time $t$ increasing between 0 and 10 .

This figure shows the propagation and evolution of a nonlinear dispersive soliton wave, which is presented in the form of a bell-shaped profile, to Eq. (18). This wave arises in shallow water. The red spots in Fig. 2a manifest a magnificent number of mesh points that are nicely redistributed to the curvature ahead and behind it. The crucial idea of the adaptive moving mesh method is that this method feeds the curvature regions with more and more points. As a result, the error decreased to be acceptable, as can be seen in Fig. 5. Table 1 presents how the numerical results converge to the exact solution and the CPU time consumed for both uniform and adaptive moving mesh schemes. In Table 1, we can observe that the adaptive method provides significant results compared with the uniform mesh method. For instance, the $L_{2}$ norm error reaches $1.2 \times 10^{-3}$ when we use a uniform mesh while it reduces to $6.04 \times 10^{-5}$ when we use the adaptive method at $N=200$. When we increase
the number of the points the error decreases for both methods. However, it becomes smaller for the adaptive method. For example, the $L_{2}$ norm error arrives at $6.0 \times 10^{-6}$ for the uniform mesh and stands at $2.59 \times 10^{-9}$ for the adaptive moving mesh method at $N=8000$. The adaptive technique consumes more CPU time than the uniform mesh method. In conclusion, we can safely say that the adaptive scheme is more accurate and reliable compared to the uniform mesh method.


Figure 4: The left plot illustrates the time evolution of the monitor function while the right graph depicts the time evolution of the mesh. The parameter values are taken by $k=0.5, w=4 / 3, a=-20$, $b=30, N=1000, \tau=10^{-4}, \alpha=10$ and time $t$ increasing between 0 and 10 .


Figure 5: The $L_{2}$ error resulting from using the fixed mesh and the adaptive mesh is shown in this figure. The parameter values are taken by $k=0.5, w=4 / 3, a=-20, b=30, N=1000, \tau=10^{-4}, \alpha=10$ at time $t=10$.

## 6 Conclusions

In this work, we have used the generalized algebraic method, Jacobi's elliptic functions approach, and the improved $Q$-expansion technique to produce some traveling wave solutions to Eq. (2) in terms
of trigonometric and hyperbolic functions. We have also used the adaptive moving mesh method to generate the numerical solutions for the proposed problem. We noticed that the methods used provide better results than other methods, such as the cosine function method. Eq. (2) has been the subject of the previous studies presented in the literature review, which have mostly concentrated on establishing the numerical solutions rather than attempting to minimize the resultant error. However, this study obtained the numerical solutions and reduced the error. Compared to the methods using a uniform mesh, the adaptive approach is more dependable. Our findings also indicate that the adaptive mesh approach distributes the points in the high-error region. As a result, the $L_{2}$ norm error decreases as the number of points increases. Furthermore, some 2D and 3D figures have been successfully drawn to show the efficacy of the approaches used. For instance, Fig. 2 a demonstrates that the numerical solution of the proposed problem is greatly compatible with its exact solution. This provides a powerful evidence on how accurately the employed procedures perform. The exact and numerical approaches used are useful, efficient, and adaptable for generating certain types of traveling wave solutions for nonlinear PDEs.
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