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ABSTRACT

Cardiovascular problems have become the predominant cause of death worldwide and a rise in the number of
patients has been observed lately. Currently, electrocardiogram (ECG) data is analyzed by medical experts to
determine the cardiac abnormality, which is time-consuming. In addition, the diagnosis requires experienced
medical experts and is error-prone. However, automated identification of cardiovascular disease using ECGs is
a challenging problem and state-of-the-art performance has been attained by complex deep learning architectures.
This study proposes a simple multilayer perceptron (MLP) model for heart disease prediction to reduce compu-
tational complexity. ECG dataset containing averaged signals with window size 10 is used as an input. Several
competing deep learning and machine learning models are used for comparison. K-fold cross-validation is used to
validate the results. Experimental outcomes reveal that the MLP-based architecture can produce better outcomes
than existing approaches with a 94.40% accuracy score. The findings of this study show that the proposed system
achieves high performance indicating that it has the potential for deployment in a real-world, practical medical
environment.
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1 Introduction

Cardiovascular diseases have become one of the biggest causes of death worldwide and a gradual
rise has been seen in recent years. The World Health Organization (WHO) claims that the number
of cardiovascular causing deaths reached 17.9 million and 80% of the deaths are related to coronary
artery disease [1]. The death toll is high in low-income countries [2]. Heart diseases weaken the patient’s
body, especially in adults, and damage the blood vessels [3]. Genetic factors and personal habits cause
heart disease. Various other risk factors like smoking, overuse of alcohol, physical inactivity, high
cholesterol, obesity, and hypertension are also attributed to heart disease. Thus, early detection of
cardiovascular illness is crucial for prompt action to prevent death and other health complications.

Electrocardiogram (ECG) is a technique that is widely used in clinical practice by both cardiolo-
gists and non-cardiologists. The heart’s electrical activity is reflected in the ECG signal, and changes
in its waveform or heart rhythm disturbances are indicators of underlying cardiovascular issues [4].
Even in environments with a lack of resources, the ECG is a quick, easy, and inexpensive diagnostic
that is available. The test offers a window into the heart’s physiological and anatomical state, but it
can also offer helpful diagnostic hints for disorders that affect the entire body. Although the ECG
recording collection process is highly structured and reproducible, the interpretation of the ECG
varies substantially depending on degrees of experience and skill. Computer-generated interpretations
have been utilized for several years. These interpretations rely on feature recognition algorithms and
predetermined criteria, which do not always account for the nuanced and intricate nature of an
ECG [5].

Several different approaches can be used for cardiovascular disease that utilizes electrocardiogram
(ECG) data. Disturbance in heart activity can be observed using ECG signals that record the electric
activity of the heart [6]. Predominantly, heart abnormalities are identified by medical experts by visual
analysis of ECG data; however, it requires experienced and specialized medical staff. Identifying
abnormality in ECG waveform is a challenging task because visual identification takes time and effort.
Even so, this method is time-consuming, error-prone, and subjective where the outcome depends on the
observation and judgment of a medical expert. Consequently, automatic detection of cardiovascular
diseases using artificial intelligent approaches and tools has become prevalent over the past few years.
For example, a real-time ECG sensor-based automatic detection approach is designed in [7]. Similarly,
a real-time portable ECG sensor is developed in [8]. Authors detected heart defects using ECG signals
in [9]. Such approaches although rely on the ECG data, differ in the use of the ECG data for heart
disease detection. Broadly, ECG can be used as an image for disease detection, or the numeric data
recorded from the ECG sensor can be utilized. Image processing is carried out for the former category,
which provides good results but can be computationally complex. Contrarily, the latter category takes
advantage of ECG data properties along with personal traits of the patient like smoking habits, alcohol
history, etc., for heart disease detection. Both categories have their pros and cons and have limitations
regarding the provided accuracy. Techniques for feature selection are frequently used by researchers
to increase the accuracy of results for high-dimensional data. But in many cases, models get overfit or
underfit. Deep neural networks are commonly considered the best approach in disease diagnosis like
Parkinson’s disease diagnosis [10], skin disease diagnosis [11], electrocardiographic diagnosis [12], and
cardiovascular disease diagnosis and monitoring [13–15]. However, such models are computationally
complex and for appropriate training require huge volumes of data.

Conventional machine learning classifiers like support vector machines, logistic regression, etc.,
require manual feature extraction, and choosing the appropriate features is also significant to obtain
better results. Heart disease is predicted by several machine learning classifiers like K nearest neighbor,
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Naive Bayes, decision tree, and random forest. Both ECG-based image processing approaches and
ECG data-based feature extraction approaches are well-studied for heart disease detection. However,
using the ECG signal data is an under-explored research area and is focused upon in this research.
This study makes the following contributions in this regard:

• The study utilizes the data from ECG for cardiovascular disease detection. Existing methods
either employ image-based approaches or approaches that use features from the data. This study
utilizes the averaged signals from the ECG using a window size of 10 which helps to reduce the
computational complexity and improve the disease detection performance.

• A multilayer perceptron (MLP) is designed for heart disease prediction. It is a simple yet
efficient and robust model and produces better results with high accuracy and reduced com-
putational complexity.

• Experiments are carried out using several deep learning models including convolution neural
network (CNN), recurrent neural network (RNN), and long short-term memory (LSTM)
model. In addition, logistic regression (LR), extra tree classifier (ETC), stochastic gradient
descent (SGD), random forest (RF), and Gaussian Naive Bayes (GNB) are also employed.
Performance comparison is carried out with existing works that utilize feature-based prediction.
K-fold cross-validation is used to validate the results.

The remainder of the paper is structured into four sections. Section 2 describes several important
heart disease detection approaches. The details related to the dataset, proposed model, and deep neural
network models are provided in Section 3. The results are described in Section 4 and discussion in
Section 5. Section 6 presents the conclusion and suggested future work.

2 Related Work

Health care is an important research field and medical diagnosis has emerged as an important
research area in health care. Especially, with the rise of advanced machine learning algorithms, several
novel tools and techniques for disease diagnosis have been designed [16]. Though cardiovascular
disease detection is complex, recent advances in artificial intelligence tools and techniques have opened
new ways to deal with its challenges [17]. Heart failure is one of the leading causes of death in
developing countries and several approaches have been developed in this regard [18,19].

Khalil et al. [20] predicted heart disease using ECG signals. For this purpose, the authors adopt a
convolutional neural network (CNN) and stationary wavelet transform. An end-to-end architecture is
designed that learns from ECG signals and wavelet coefficients for predicting six types of heartbeats.
Results show an accuracy of 99.57% with the proposed approach. The authors adopt the use of
fast correlation-based feature selection for removing redundant features for predicting heart disease.
Particle swarm optimization is used to enhance deep learning models. A machine-learning model for
predicting heart disease was created by Li et al. [21]. The study uses various feature redundant feature
removal approaches like relief, minimal redundancy maximal relevance, etc., with machine learning
models. For feature extraction, a fast conditional mutual information-based approach is proposed. The
study uses 13 variables from the Cleveland heart disease dataset. An accuracy of 92.37% is reported
using the support vector machine model.

Several machine learning classifiers are evaluated using the Cleveland heart disease dataset in
[22]. Of the used models, SVM is reported to have the highest accuracy using a linear kernel. Similarly,
Acharya et al. [23,24] investigated J48, Naive Bayes, RF, MLP, and several other machine learning
models for predicting heart disease. The use of multiple tools like Rapid miner, Orange, and Matlab is
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investigated by [25] for performance comparison of many machine learning models for heart disease
prediction. Feature extraction from different types of datasets is another challenging task in medical
data exploration. Different techniques have been used by researchers to extract valuable information
from healthcare records [26–28]. Machine learning models have been applied in real-time for predicting
heart disease [3]. In this research, features are extracted by two different approaches namely relief
and univariate from the healthcare dataset. The proposed approach used word embedding for feature
extraction and long short-term memory (LSTM) for prediction.

In another research work, echocardiography-based data is used to forecast heart patients’ mor-
tality rate in hospitals [29]. Features are extracted manually and then the prediction is performed
using deep learning models. A rule-based approach is proposed to automate feature extraction and
classification tasks in [30]. Most medical data is unstructured and it is challenging to manage it using
a rule-based strategy. The risk score of heart patients is calculated on unstructured medical data of
patients [31]. The authors extracted features using text mining from unstructured data and predicted
death risks for diabetic patients. Several researchers applied individual models while others have used
a hybrid approach by combining two or more classifiers. The authors introduced the hybrid random
forest linear model for heart disease prediction in [32] and suggested using a hybrid model to boost
the performance of heart disease prediction utilizing different feature selection techniques. Similarly,
an IoT-based heart patient monitoring approach has been proposed in [33]. Authors combined
various data mining techniques with synthetic monitoring oversampling techniques (SMOTE) [34].
A qualitative review of these models has been presented in [35].

Feature selection techniques have also been explored for heart disease diagnosis. RF has been
applied using multi-sensors for heart disease prediction [36]. Significant features are selected using
correlation and feature fusion is applied for better results. The proposed fusion-based model achieved
robust results with eight features; however, the selected features are not enough to represent all risk
factors of the disease. Uncertainty of health-related data is handled by fuzzy logic and features
are extracted using wavelet transformation to reduce the complexity [37]. Fast Fourier transfor-
mation is used as a recommender system for cardiovascular disease prediction [38]. A method for
selecting features based on the preliminary collection and chaos firefly is designed for heart disease
classification [39].

In traditional machine learning models, features are extracted heuristically. It depends upon
human knowledge and expertise and can help in certain conditions. Mostly only shallow features are
being considered by humans. The authors presented the drawbacks of machine learning models after
comparing them with deep learning models using ECG signals [40]. Deep learning models are trained
using automatic feature extractions and overcome the drawbacks of handcrafted features. The authors
discussed recent advancements in deep-learning models used for remote heart monitoring [41]. A smart
heart monitoring framework based on a deep learning model MLP is designed for prediction [42]. The
authors designed a decision support system based on LSTM and SVM using various sensors including
ECG sensors [43].

Other researchers used CNN model to classify ECG signals. Deep learning models are very useful
in classifying ECG signals more quickly and efficiently. In particular, CNN, a complex structure
made up of several deep layers and characteristics that are hidden, has been utilized to successfully
identify heart problems in addition to many other medical diseases [44–46]. There are multiple stages
of CNN, including the convolution stage where features are derived from the input signals. The authors
presented a CNN-based time adaptive approach for cardiovascular disease detection using ECG [47].



CMES, 2023, vol.137, no.2 1681

Predominantly, existing approaches rely on manual feature extraction and the use of ECG signal
data is a less explored area for heart disease prediction. Similarly, a few works adopt image processing-
based approaches where the images of ECG data are used for disease prediction. This study explored
the use of ECG signals for the same task and proposed an MLP for this purpose.

3 Materials and Methods

This section provides the details of the dataset used in this study and a brief description of the deep
learning models for completeness. This study applies four deep learning models namely CNN, RNN,
LSTM, and MLP. Similarly, LR, ETC, SGD, RF, and GNB are also implemented. It also describes the
architecture of the proposed MLP and the flow of the methodology adopted for experiments. Fig. 1
depicts the methodology adopted for this study.

Figure 1: Architecture of the proposed methodology

3.1 ECG Dataset
The ECG dataset consists of electrocardiogram readings of patients. Each row represents the

complete ECG reading of a patient [48]. Each ECG contains 140 readings. Columns 0–139 contain
data points of a specific patient. The dataset is labeled categorically into two classes where the normal
ECG is represented by ‘0’ and the abnormal ECG is represented by ‘1’. The ratio of heart patients is
41.60% while the normal people correspond to 58.40%. The samples for the abnormal and normal
ECG are given in Fig. 2.

(a) (b)

Figure 2: Electrocardiogram samples for (a) normal people, and (b) heart patients
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3.2 Deep Learning Models
Deep learning models have shown superb performance in several domains over the years including

image classification [49,50], text analysis [51], disease detection [52,53], etc. Medical professionals have
found automated systems to be very useful and successful tools for disease diagnosis. The deep neural
network is a popular method for processing enormous amounts of data. Because it eliminates the need
for manual feature extraction, it is currently widely employed in medical data analysis. Following is a
brief explanation of the deep learning models that were deployed.

3.2.1 Multilayer Perceptron

MLP has a number of distinguishing qualities concerning categorization, including being quick,
simple to use and requires a small training set [54]. Input, output, and hidden layers make up the three
primary layers of MLP. After processing, intermediary layers known as hidden layers join the input
layer to the output layer. In MLP’s hidden layers, input values are multiplied by their corresponding
weights, wij, and the output, yj, is computed as the total. When viewed mathematically, it is shown as:

yj = f
∑

wij ∗ Oi (1)

where O stands for hidden layers and w denotes weight that is determined by gradient descent.

After determining the derivative of the error function, it updates some weights that were chosen
at random to a negative gradient. Once an algorithm has gone through all possible iterations, training
is stopped. The loss function is presented as:

E = 1
N

N∑

m=1

||qm − ym||2 (2)

where N presents the total number of training samples, qm presents the intended value and ym presents
the desired value.

3.2.2 Convolutional Neural Network

Convolution, nonlinear activation, dropout, and pooling layers are key components of the
effective neural network model CNN, which is used to learn complicated data [55]. It is intended for
image-related tasks including image classification and segmentation. The end-to-end training process
used by CNN makes it more effective. At the model’s end, fully connected layers are used to encode
semantic information. It is a feed-forward network where features are mapped using filters that are
applied to the output of the preceding layer. Convolutional layers extract features, and the output of
the convolutional layers is then supplied to the fully connected layers. To reduce the size of feature
maps, the pooling layer is a crucial step that is followed by a convolution layer [56]. The convolutional
layers’ features are reduced by the Max-pooling to lessen overfitting. Max-pooling uses a max filter
on (typically) non-overlapping subsections of the original representation. In Eq. (3), the max-pooling
function is applied with size 9 to extract significant i features.

y = max(9, i) (3)

where i denotes the input and y is the activation output.

By putting weights on the kernel during the training phase, convolution layers extract local and
high-level characteristics. CNN is frequently used to diagnose illnesses. Cross-entropy error is a loss
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function that has been employed in this study for binary classification. For binary classification, it is
calculated as

crossEntropy = −(ylog(p) + (1 − y)log(1 − p)) (4)

If y stands for the class label indicator, p is the predicted probability, and the log is a natural log.

Sigmoid is an activation function in deep neural networks like CNN. Two neurons are produced
for each instance of the target class by the CNN model. The output for the heart patient will be 1 for
the first neuron and 0 for the other neurons. The values of the neurons will be reversed in a normal
person.

For classification tasks in the medical field, CNN has been shown to be a reliable model. Many
researchers have used CNN for different categorization tasks such as retinal disease classification
[57], liver disease classification [58], malarial parasite detection [59], and brain tumor classification
[60]. CNN has also been examined for text classification in earlier works, including hierarchical text
classification [61] and clinical reports classification [62]. CNN attention module has been designed by
researchers for COVID-19 diagnosis [63]. CNN has been used to identify myocardial infarction [62],
atrial fibrillation [64], and abnormal arrhythmia detection [65] using ECG signals.

3.2.3 Recurrent Neural Network

The sequential deep neural network model is known as RNN [66]. During the processing of the
following sequence, the state of the input sequence is retained. The sentence’s weighted data sequence
is taken into account by RNN. By using a unique loop structure, it preserves previous knowledge. It
is made to handle data, in particular, to anticipate the following data in a sentence.

3.2.4 Long Short-Term Memory

With a more sophisticated RNN design, LSTM is more effective for long-term sequences [67].
LSTM overcomes the vanishing gradient problem that RNN encounters. It outperforms RNN by
memorizing particular patterns. Three gates make up an LSTM: an input gate, an output gate, and a
forget gate. Data sequences reported in Eqs. (5)–(7) are processed by LSTM.

it = σ(xtUi + ht−1W i + bi) (5)

ot = σ(xtUo + ht−1W o + bo) (6)

ft = σ(xtUf + ht−1W f + bf ) (7)

where the input sequence is xt, the previous hidden state at step t is ht−1, the input gate is it, the output
gate is ot, and the forget gate is ft.

3.3 Proposed Methodology
The ECG data is acquired for heart disease detection, followed by the train-test splitting for

training and testing the deep neural network models in an 80:20 ratio. The proposed approach applied
a simple three-layered MLP for the classification of ECG signals. Table 1 provides information about
the model’s hyperparameters, activation, and optimization. Evaluation is based on accuracy, precision,
recall, and F1 score, as well as k-fold cross-validation and performance comparison with existing
studies.
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Table 1: Summary of the hyperparameters used for MLP

Parameter Value

Input dimension (32, 16, 8)
Batch size 512
Activation sigmoid
Epochs 12
Optimizer Adam
Function Binary cross entropy

4 Results

Tensorflow and Keras libraries, which offer functions and routines to build neural network
models as well as pre-trained models, are used in the experiments for the proposed study. The Python
programming language and Anaconda platform are used to implement deep learning techniques. This
research work makes use of a Dell Poweredge T430 server equipped with 32 GB of Random Access
Memory (RAM), 8 intel Xeon cores of 3.4 GHz, 16 logical processors, and NVIDIA Quadro RTX
6000 24 GB Graphical Processing Unit (GPU). The data is divided into training and test sets at a ratio
of 0 to 0.2 for heart disease prediction. In this case, four deep learning models MLP, CNN, RNN, and
LSTM have been used. The train set consists of 3998 samples while the test set contains 1000 samples.
Results from deep learning models have been contrasted with those from other models that have been
documented.

4.1 Performance of Machine Learning Models
Experiments are carried out utilizing the chosen machine learning classifiers and the results are

presented in Table 2. Experimental results show that SGD proves to be the best performer with a
maximum 0.8988 accuracy while the precision, recall, and F1 score is 0.90 each. It is followed by the
LR whose performance is marginally low with a 0.8902 accuracy score while the precision, recall, and
F1 score is similar to SGD. NB model tends to show the lowest performance using the ECG data and
obtains a 0.7661 accuracy value, as well as the lowest values for precision, recall, and F1 score. Results
suggest that traditional machine learning models are not a good choice for ECG data-based heart
disease detection as existing models already have similar or better results.

Table 2: Comparative analysis of machine learning classifiers

Model Accuracy Precision Recall F1score

RF 0.8378 0.82 0.85 0.84
ET 0.8718 0.87 0.88 0.87
LR 0.8902 0.90 0.90 0.90
NB 0.7661 0.79 0.83 0.82
SGD 0.8988 0.90 0.90 0.90



CMES, 2023, vol.137, no.2 1685

Fig. 3 shows the comparison of machine learning models for prediction in terms of accuracy,
precision, recall, and F1 score. It indicates that the SGD classifier tends to show the best performance
among machine learning models.

Figure 3: Performance comparison of machine learning models

4.2 Results of Deep Learning Models
Experiments have been performed by deploying deep neural network models using the ECG

dataset. Table 3 presents the outcomes of the deep learning models. Results indicate that MLP shows
the best scores with 0.9440 accuracy, 0.99 precision, 0.90 recall, and 0.94 F1 scores. CNN has also
shown reasonable results with 0.9289 accuracy, 0.94 precision, 0.94 recall, and 0.94 F1 scores. The
results from the LSTM model are slightly lower than CNN with a 0.9169 accuracy score and 0.92
scores for precision, recall, and F1 score. RNN shows the lowest performance of the model and it
obtains 0.9001 accuracy, 0.88 precision, 0.90 recall, and 0.89 F1 score for heart disease prediction.
Results indicate that the suggested MLP design performs better than other models.

Table 3: Performance of deep neural network models on ECG dataset

Model Accuracy Precision Recall F1score

CNN 0.9134 0.91 0.91 0.91
MLP 0.9440 0.99 0.90 0.94
RNN 0.9214 0.91 0.87 0.88
LSTM 0.9274 0.94 0.91 0.93
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Despite the fact that MLP is not suitable for real-world computer vision tasks, for the current
task where the ECG signals are used, its performance is far better than CNN, which proves to be
the best for image processing tasks. For the heart disease detection task, the complexity of the MLP
does not grow high and it produces robust results. CNN although a much better choice for image
processing tasks, does not show better performance for ECG signal-based heart disease detection.
Similarly, RNN works better for sequence prediction problems. However, training an RNN is difficult
as compared to MLP and CNN, except for the LSTM. LSTM, which overcomes the limitation of the
gradient vanishing point, is easy to train and shows better performance for a large range of problems.
For heart disease prediction also, it shows the second-best performance with a 0.9274 accuracy. RNN
and CNN show lower classification results for heart disease. MLP is suitable for predicting heart
disease utilizing the ECG dataset and it predicts 508 heart patients correctly, and only 4 heart patients
are misclassified.

Fig. 4 displays performance comparison results of deep learning models in terms of accuracy,
precision, recall, and F1 score. Results reveal that the best performance is achieved by MLP.

Figure 4: Performance of deep learning models

4.3 K-fold Cross-Validation Results
To confirm the effectiveness of the suggested approach, k-fold cross-validation is done using

the pro- posed MLP model. Table 4 shows the scores attained by 10-fold cross-validation. Despite
variations for each fold, the average accuracy of the MLP is 0.9408 for heart disease detection using
ECG signals. Cross-validation results corroborate the effectiveness of the proposed MLP for heart
disease detection.
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Table 4: 10-fold cross-validation classification results using MLP

Model Accuracy Precision Recall F1score

1st-Fold 0.924 0.994 0.893 0.930
2nd-Fold 0.942 0.994 0.895 0.932
3rd-Fold 0.931 0.995 0.898 0.936
4th-Fold 0.948 0.996 0.898 0.938
5th-Fold 0.954 0.996 0.898 0.940
6th-Fold 0.946 0.996 0.899 0.942
7th-Fold 0.944 0.997 0.900 0.944
8th-Fold 0.934 0.997 0.905 0.948
9th-Fold 0.952 0.998 0.907 0.948
10th-Fold 0.929 0.999 0.910 0.948
Average 0.9408 0.9996 0.9003 0.9406

5 Discussions

Four deep-learning models (MLP, CNN, RNN, and LSTM) have been utilized in this study for
heart disease prediction. Then comparative analysis was performed by analyzing their computational
complexity and by comparing results with the state-of-the-art approaches from the literature.

5.1 Computational Complexity of Deep Neural Network Models
To analyze the applicability of the deep neural network models for real-time solutions, their

computational complexity is evaluated by investigating the processing time for the ECG dataset.
Results shown in Table 5 suggest that the proposed MLP proves to take less time for training and
can provide robust results.

Table 5: Processing time of deep learning models on ECG dataset

Model Time

CNN 77 s
MLP 63 s
RNN 81 s
LSTM 103 s

5.2 Comparison with Existing Methods
For performance comparison with existing approaches, we have selected two of our recent works

on cardiovascular disease prediction where many machine learning models are applied using manual
feature extraction. Reference [34] used DT, AdaBoost, LR, SGD, RF, GBM, ETC, GNB and SVM
for heart disease prediction. Experiments are performed with and without SMOTE on all features and
nine significant features. Results from [34] using selective features with SMOTE are the best and are
added here for comparison. Table 6 presents the output of machine learning classifiers.
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Table 6: Comparative analysis of machine learning models using selective features with SMOTE
from [34]

Model Accuracy Precision Recall F1 score

DT 0.8778 0.83 0.83 0.83
AdaBoost 0.8852 0.89 0.89 0.89
LR 0.8442 0.84 0.84 0.85
SGD 0.5491 0.54 0.54 0.53
RF 0.9188 0.92 0.92 0.92
GBM 0.8852 0.84 0.84 0.84
ETC 0.9262 0.93 0.93 0.93
GNB 0.7540 0.75 0.75 0.75
SVM 0.7622 0.76 0.76 0.76
Proposed MLP 0.9440 0.99 0.90 0.94

Similarly in [33], authors applied deep learning models including CNN, MLP, RNN, and LSTM
for heart disease prediction. In addition, it also uses two pre-trained models including VGG16 and
AlexNet for heart disease prediction. Table 7 presents findings for performance comparison. The best
results are observed by CNN with 0.9289 accuracy while MLP has shown the second-highest results
with a 0.9201 accuracy. Existing studies have applied various optimization techniques like suitable
feature extraction techniques or feature selection techniques in combination with machine learning or
deep learning classifiers applied on different datasets.

Table 7: Comparative analysis of the proposed model with deep learning results from [33]

Model Accuracy Precision Recall F1 score

CNN 0.9289 0.94 0.94 0.94
MLP 0.9201 0.93 0.92 0.93
RNN 0.9001 0.88 0.90 0.89
LSTM 0.9169 0.92 0.92 0.92
VGG16 0.9129 0.90 0.92 0.91
AlexNet 0.9071 0.90 0.90 0.90
Proposed MLP 0.9440 0.99 0.90 0.94

Fig. 5 shows performance comparison results of the machine and deep learning models from
existing studies regarding accuracy. It is evident that the proposed MLP model outperforms existing
studies and shows superior performance.
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Figure 5: Performance comparison with existing studies

The discussed studies face limitations like small-sized datasets where augmentation approaches
are needed such as SMOTE. Some researchers applied a hybrid machine learning model based on
individual weak learners with feature selection techniques, which are not generalized enough. The
current study does not utilize any data augmentation techniques and proposes an MLP architecture
that shows robust and efficient results comparable to previous research. The results of the current study
prove that the proposed MLP is more precise than the existing ones in terms of accuracy, precision,
recall, and F1 score using the ECG dataset. To prevent heart diseases from becoming severe, early
detection and prediction of these disorders are crucial. Furthermore, it makes it possible to build
relationships between important facts, including patterns between medical parameters associated with
heart disease.

6 Conclusion

Cardiovascular diseases have become one of the leading causes of death around the world
and the number of patients has increased gradually. The ECG data is used for diagnosing heart
disease by medical experts. However, the diagnosis is error-prone, subjective, and time-consuming.
Although machine learning approaches have become prevalent to assist medical experts in heart
disease detection, they face several challenges. For the most part, such approaches either rely on image
processing or require manual feature extraction for machine learning models. Consequently, the use of
ECG signals remains an under-explored research area. This study proposes a multilayer perceptron for
heart disease detection using ECG signals and performs several experiments using machine learning
and deep learning models. Results confirm that the proposed MLP shows superb performance with a
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94.40% heart disease detection rate and outperforms CNN, RNN, LSTM, LR, ETC, SGD, RF, and
GNB, which are used for experiments. MLPs work well for classification prediction issues where the
inputs have been given a class or label. It also shows better accuracy than existing approaches that
use feature extraction, data augmentation, and selective features. The proposed model is both efficient
and robust and has lower computational complexity.
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