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ABSTRACT

As the banking industry gradually steps into the digital era of Bank 4.0, business competition is becoming
increasingly fierce, and banks are also facing the problem of massive customer churn. To better maintain their
customer resources, it is crucial for banks to accurately predict customers with a tendency to churn. Aiming at the
typical binary classification problem like customer churn, this paper establishes an early-warning model for credit
card customer churn. That is a dual search algorithm named GSAIBAS by incorporating Golden Sine Algorithm
(GSA) and an Improved Beetle Antennae Search (IBAS) is proposed to optimize the parameters of the CatBoost
algorithm, which forms the GSAIBAS-CatBoost model. Especially, considering that the BAS algorithm has simple
parameters and is easy to fall into local optimum, the Sigmoid nonlinear convergence factor and the lane flight
equation are introduced to adjust the fixed step size of beetle. Then this improved BAS algorithm with variable
step size is fused with the GSA to form a GSAIBAS algorithm which can achieve dual optimization. Moreover, an
empirical analysis is made according to the data set of credit card customers from Analyttica official platform. The
empirical results show that the values of Area Under Curve (AUC) and recall of the proposed model in this paper
reach 96.15% and 95.56%, respectively, which are significantly better than the other 9 common machine learning
models. Compared with several existing optimization algorithms, GSAIBAS algorithm has higher precision in the
parameter optimization for CatBoost. Combined with two other customer churn data sets on Kaggle data platform,
it is further verified that the model proposed in this paper is also valid and feasible.
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1 Introduction

Customer churn has become a critical issue today, especially in the highly competitive banking
industry. With the proposal of the concept of AiFinance and the advent of Bank 4.0 era, new business
models of the traditional banking industry have been opened up. However, new technologies such as
artificial intelligence, Internet of Things and blockchain not only provide more possibilities for the
future development of banks, but also have a huge impact on the main business module of banks
(credit card). With the rise of electronic payment, the significant increase in the number of credit cards
issued by major banks and the excessive homogenization of products and services, the credit card
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market is becoming increasingly saturated, the number of “dormant cards” is gradually increasing and
the problem of customer churn is becoming more and more prominent. The high churn rate means
that more and more customers no longer want to buy products and services from businesses. However,
according to the survey data, every 5% reduction in customer churn rate is expected to bring 30%–85%
profit growth for banks. Moreover, it is six times more expensive for a bank to develop a new customer
than to retain an old one, while an old customer may bring 16 times more profits to the bank than a
new one [1–3]. As a result, more and more banking workers focus on the customer retention. Under
this background, how to establish a credible customer churn prediction model based on huge historical
data, so as to accurately predict and match the old customer groups with churn tendency early and
carry out timely retention measures, has become an urgent problem to be solved.

In recent years, many scholars have established early warning models for customer churn from the
perspective of machine learning methodology, including single classification models such as decision
tree, logistic regression, support vector machine and artificial neural network, and ensemble learning
classification models such as random forest, XGBoost and CatBoost. Moreover, it has been confirmed
that the integrated classification model has better prediction performance than the single classification
models. Therefore, this paper will establish a hybrid prediction model of credit card customer churn
based on CatBoost ensemble learning algorithm which has attracted much attention in recent years.
CatBoost, as an open-source machine learning library proposed by the Russian search giant Yandex
in 2017, can rival any advanced machine learning algorithm in classification problems [4–6]. It not
only has a unique way of processing the categorical characteristics, but also reduces the chance of
overfitting, making the model more universal. However, one of the greatest challenges in any machine
learning algorithm is the optimization and adjustments of the parameters for a specific practical
problem [7]. CatBoost also suffers from the problems of weak interpretability of some of its own
hyperparameters and improper selection which can easily affect the prediction accuracy. But the
selection of parameters based on subjective judgment and traditional optimization methods (such as
grid search) not only requires a huge workload, but also has poor convergence so as to achieve global
optimization [8,9].

Currently, swarm intelligence optimization algorithms based on population iteration have been
widely used in many aspects due to its faster solution rate. Therefore, many scholars have combined
machine learning algorithm with various swarm intelligence optimization algorithms by using latter
to optimize the parameters of the former, so as to improve the performance and efficiency of machine
learning algorithms. For example, Cui [10] used genetic algorithm (GA) and grid search method
to optimize the parameters of CatBoost respectively, and the F1 score and AUC value of the GA-
CatBoost model were proved to be higher than the grid search by test set samples. Lu [11] used the
gray wolf optimization (GWO) algorithm to optimize the main parameters of CatBoost algorithm.
The experiment proved that the classification accuracy of the GWO-CatBoost model was significantly
higher than other models. However, the selection of its own parameters in the classical GA will
also seriously affect the accuracy of optimization [12] and the original GWO algorithm has slow
convergence speed and accuracy [13,14]. So, it may not be possible to effectively elevate the prediction
accuracy by using the original swarm intelligence algorithm directly. To avoid various possible defects
that may exist in the parameter optimization of the original algorithms, the enhanced BAS algorithm
is specifically utilized for solving this task. This paper proposes a new swarm intelligence optimization
algorithm named GSAIBAS by incorporating an Improved Beetle Antennae Search (IBAS) and
Golden Sine Algorithm (GSA) to optimize the parameters of the CatBoost algorithm.
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The major contributions of the paper are as follows:

(1) This paper proposes a new hybrid prediction model (i.e., GSAIBAS-CatBoost) based on
machine learning and metaheuristic algorithm for predict customer churn of credit card. The main
idea of the model is to elevate the prediction accuracy of CatBoost classification algorithm by using
a dual search algorithm (i.e., GSAIBAS) that integrates the improved BAS and GSA to optimize the
hyperparameters of the integrated learning algorithm, CatBoost.

(2) The original BAS algorithm is improved, and a double search optimization algorithm,
GSAIBAS, which integrates improved BAS and GSA, is proposed. In this algorithm, in order to
overcome the problems of intense sensitivity to parameter settings, slow convergence speed and low
solution accuracy, the fixed step search is changed to the variable step search by combining the Sigmoid
function and Lévy flight mutation mechanism. Then, the GSA is used to guide the improved BAS
algorithm to conduct a secondary search for the optimal position searched by the former, so as to
make up for the decline of population diversity of the GSA and easy to fall into local optimal in the
late iterations, which can realize dual search optimization and increase the global search diversity of
the algorithm.

(3) In terms of the methods of evaluating the models, since most methods only pay attention
to the classification accuracy of prediction, they do not consider the importance of identifying churn
customers, that is, the Recall is ignored [15]. Although these models have high precision, most potential
customers are not identified. In response to this problem, this paper focuses on the use of two
evaluation indicators, Recall and AUC value. The higher the Recall, the more effectively the model
can identify potential churn customers reducing the misclassification of key targets. Through the
comparative analysis, the GSAIBAS-CatBoost model presented in this paper is superior to other
similar models.

The rest of the paper is arranged as follows. Section 2 provides a summary of the research related
to customer churn. Section 3 introduces the modeling process of the early-warning model for customer
churn of credit card based on GSAIBAS-CatBoost. Section 4 makes an empirical analysis. Section 5
compares the GSAIBAS-CatBoost model with several commonly used classification early-warning
models, and the performance of GSAIBAS algorithm is evaluated and verified by using the other
customer churn data sets, which further proves the effectiveness of the GSAIBAS-CatBoost model.
Section 6 is a summary.

2 Literature Review

In previous studies, customer churn was mainly developed from two different perspectives:
customer relationship management and churn prediction. On the one hand, researchers focused on
analyzing customer churn based on customer relationship management (CRM) theory, exploring
the reasons for low customer loyalty and the important factors that affect customer’s loyalty, such
as customer satisfaction, customer trust and customer value [16,17]. For example, Lin et al. [18]
found that the combination of a rough set approach and a flow network graph was an effective tool
to support CRM decision-making, which could represent the importance of different variables for
customer churn and provide decision-makers with abundant information. Wang et al. [19] proposed
an architecture of blockchain cloud manufacturing system that objectively transformed customer
satisfaction requirements from text analysis to service quality, eliminating the third-party trust
problem. Xu [20] used the text-mining approach to explore the determinants of customers’ satisfaction
for restaurants through their online review-writing and scores in the on-demand service platforms.
Liang et al. [21] combined the content analysis method, improved analytic hierarchy with fuzzy
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comprehensive evaluation to establish an O2O takeaway customer satisfaction evaluation system based
on online reviews of restaurants and studied how to retain customers by mining customer satisfaction
information. Han et al. [22] established five decision models including current value, historic value,
prediction of long-term value, credit and loyalty by proposing a novel customer segmentation method
based on customer lifecycle and applied the evaluation system to telecom operators in a province of
China. Li et al. [23] proposed a customer segmentation method (IKM-ALPSO) based on improved
K-means algorithm and the adaptive particle swarm optimization (PSO) algorithm. The ALPSO
algorithm was used to optimize the initial cluster centers of K-means algorithm and it was proved that
this model was superior to the existing models. In order to solve the difficulty that clustering algorithm
cannot accurately divide customer real demand (CRD), Sun et al. [24] proposed a clustering method
for customer segmentation which was named Gaussian peak Heuristic Clustering method (GPHC).
Firstly, the entropy evaluation method and standard Gaussian distribution were used to filter and
model interval CRD. Then they used the niche genetic algorithm and hierarchical clustering algorithm
to identify hidden preference patterns of customers. Finally, according to the customer preference
model, the clustering results were obtained by K-means algorithm.

On the other hand, researchers concentrated on the customer churn behavior to establish customer
churn prediction models. In recent years, data mining techniques and machine learning algorithms
have become quite popular. Classic machine learning algorithms, such as decision tree, support vector
machine, logistic regression, random forest, have also achieved considerable prediction effects in the
field of customer churn [25–28]. For example, Nie et al. [29] used logistic regression and decision
tree to establish the credit card customer churn prediction models, respectively. The test results
showed that the performance of logistic regression was better than that of decision tree. However,
decision tree often has problems in dealing with the linear relationship between variables, and logistic
regression also has difficulties in measuring the interaction between variables. In view of the above
shortcomings, Caigny et al. [30] established a new hybrid algorithm: the logit leaf model (LLM).
The first stage used decision rules to identify customer groups. The second stage created a model
for each leaf of the tree. Experimental results showed that the LLM score was significantly better
than logistic regression and decision tree. de Bock et al. [31] proposed two rotation-based ensemble
classification models to predict whether a customer is churn or not. They found that rotation forest
outperformed RotBoost in terms of AUC and top-decile lift, while RotBoost demonstrated higher
accuracy. Vo et al. [32] constructed a multi-stacking ensemble customer churn prediction model by
combining several machine learning methods with unstructured information from customer call logs,
and segmented customers according to the results. Stripling et al. [33] proposed a profit maximization
classification method (ProfLogit) for customer churn prediction which directly incorporated the
profit problem into the model construction, and used GA to maximize the expected maximum
profit measure of customer churn (EMPC) in training in order to meet the business needs of profit
maximization. Pustokhina et al. [34] designed a dynamic customer churn prediction strategy by
using text analysis with metaheuristic optimization algorithm (CCPBI-TAMO), and used sunflower
optimization algorithm (SFO) to adjust the hyperparameters in the LSTM-SAE model. From the
above literatures, we find that the performance of interpretable classification algorithms and hybrid
prediction methods are better than that of the single classification algorithms in the field of customer
churn.

Based on machine learning and metaheuristic algorithm, this paper designs and proposes a new
hybrid early warning model (GSAIBAS-CatBoost). The core idea of the GSAIBAS algorithm is to
improve the original Beetle Antennae Search (BAS) algorithm. As a new type of single intelligent
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optimization algorithm, BAS algorithm has low complexity and can achieve efficient optimiza-
tion without knowing gradient information [35,36]. Many scholars combined it with parameter
optimization of machine learning algorithm. For instance, Sun et al. [37] used BAS algorithm to
optimize the hyperparameters of SVM, and the established SVM-BAS model could predict young’s
modulus of coal concrete effectively. Wu et al. [38] used BAS algorithm to optimize the weights
between the hidden layer and the output layer of the new neural network classifier (NNC), which
improved the computation speed and prediction accuracy. However, BAS algorithm relies heavily
on the parameter settings during optimization, and the convergence and solution accuracy of the
algorithm are closely related to the parameters used [39,40]. Therefore, Qian et al. [41] proposed an
improved BAS algorithm (MHBAS) with adaptive adjustment step size by integrating the preliminary
optimization and mutation-crossover mechanisms of multi-objective differential evolution (MDE)
algorithm. Then, they combined the back propagation (BP) prediction model and MHBAS algorithm
to solve the complex multi-objective optimal active power dispatch problem encountered in the
power system. Based on the current COVID-19 epidemic outbreak, Zivkovic et al. [42] proposed a
hybrid prediction method based on machine learning, adaptive neural-fuzzy inference system and
improved BAS algorithm. The Cauchy mutation operator was added to BAS algorithm to improve
its exploration ability in the early stage. Then the parameters of the adaptive neural-fuzzy system were
determined by the enhanced BAS algorithm to improve the overall performance of the prediction
model. In order to solve the optimization problem in prediction strategy, an improved BAS algorithm
was proposed by using the optimal value of historical antenna [43]. The convergence of the improved
BAS algorithm is analyzed theoretically, and the global optimization ability of the algorithm was
verified by several benchmark tests. Some other scholars combined BAS algorithm with other swarm
intelligence algorithms proposing algorithms such as BGWO [44], BASFPA [45] and BAS-GSA [46].
Although many scholars have improved the BAS algorithm in many ways, most of the studies only
tested it with some CEC benchmark functions and did not really apply it to practical applications.
There is still much room for the improvement of the BAS algorithm as well as application research [47].
In this paper, the proposed GSAIBAS algorithm is used to optimize the hyperparameters of CatBoost
algorithm, and it is applied to the field of customer churn prediction. An early-warning model for
customer churn of credit card based on GSAIBAS-CatBoost is established, which is helpful to grasp
the law of customer churn and provide useful information for decision makers.

3 The GSAIBAS-CatBoost Model

In this section, we propose a new early-warning model for customer churn of credit card, i.e.,
GSAIBAS-CatBoost. In view of the advantages of CatBoost algorithm that can automatically process
categorical characteristics and efficiently model, this paper takes it as the main classification model
for predicting the customer churn of credit card. Moreover, a new swarm intelligent optimization
algorithm named GSAIBAS is proposed to improve the accuracy and stability of the CatBoost
algorithm by optimizing its important hyperparameters. Firstly, the Sigmoid function and Lévy flight
mechanism are incorporated into the step size calculation of the beetle, and the fixed step size search is
changed to the variable step size search. Then, the improved BAS algorithm is fused with the GSA to
achieve dual search optimization. Furthermore, the idea of tabu search is introduced, and the greedy
strategy is used to judge the optimal situation of the two positions, which improves the diversity
of global search of the algorithm. Finally, a dual search optimization algorithm, i.e., GSAIBAS is
proposed to establish an early-warning model for customer churn of credit card based on GSAIBAS-
CatBoost, which is applied to predict whether the credit card customers are churn.
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3.1 CatBoost
CatBoost is composed of Categorical and Boosting, and belongs to a new type of machine learning

algorithm of gradient boosting decision tree (GBDT) class [48]. Compared with the earlier GBDT
algorithms, CatBoost performs better in terms of speed and accuracy, especially when dealing with
large amounts of data and high-dimensional classification features. It can reduce the occurrence
of overfitting and improve the accuracy and generalization ability of the algorithm by efficiently
processing the nominal attributes, gradient deviation and prediction deviation [49].

Given an observation data set D = {(Xi, Yi)} , i = 1, 2, · · · , n, where Xi = (xi1, xi2, · · · , xim) is a m-
dimensional vector containing numerical and categorical features, Yi is the label value. In this paper,
Yi = 1 or 0 (1 means the customer has churn, 0 means the customer has not churn). First, a fully
symmetric decision tree is used as the base predictor to binarize the floating-point features, statistical
information and one-hot encoding. Then, when processing the categorical features, the data set are
randomly arranged, and for a certain value in the categorical feature, the feature of each sample is
converted into a numerical value by taking the average value based on the category labels ranked before
it, and adding the priority and the priority weight coefficients at the same time. Let σ = (σ1, σ2, · · · , σn)

be the permutation, then xσp ,k is substituted with

xσp ,k =
∑p−1

j=1

[
xσj,k

= xσp,k

]
Yσj + a · P∑p−1

j=1

[
xσj,k

= xσp,k

]
+ a

(1)

In Eq. (1), if xσj ,k = xσp ,k, then
[
xσj ,k = xσp ,k

] = 1, otherwise it is 0, the same category value is
placed before the given value of the ranking; P is the prior probability, a is the weight of the prior
probability. In this paper, the prior probability P is the average value of the positive-class samples in
the data set. Next, the traditional gradient boosting algorithm is converted to an Ordered Boosting
algorithm: Train a separate model Mi for each sample xi, and the data for training model Mi is a
training set that does not contain xi, and then use model Mi to estimate the gradient of the sample,
and use this estimate to score the final tree model. This approach avoids the inherent conditional
displacement problem in the iterative process of the GBDT algorithm, and helps to deal with the
gradient bias. Finally, when constructing a new split point for the current tree, for the first split of the
tree, no combination is considered. While for the next segmentation, CatBoost will combine all the
combinations and categorical features of the current tree with all the categorical features in the data
set and convert the combined values into numbers immediately [50–52].

However, the premise of CatBoost algorithm’s high recognition accuracy is to select the globally
optimal parameters combination [53], while the CatBoost algorithm has many parameters, and each
of which has a different effect (see Table 1). In response to the above problem, this paper proposes a
dual optimization algorithm, i.e., GSAIBAS to optimize the selection of its parameters (see the specific
steps in Section 3.2).

Table 1: Some important parameters of CatBoost algorithm

Parameter Description Default

Learning_rate The smaller the value, the more iterations are required for training. 0.03
Depth The depth of the tree, usually is 2–16. 6
12 leaf_reg l2 regularization coefficient: Generally positive. 3

(Continued)
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Table 1 (continued)

Parameter Description Default

Iterations Maximum number of decision trees. 500
Loss_fuction Loss function: LogLoss or CrossEntropy is commonly used in

binary classification problems.
LogLoss

3.2 GSAIBAS
3.2.1 BAS Algorithm

Beetle Antennae Search (BAS) algorithm is an efficient intelligent optimization algorithm pro-
posed in 2017 [54]. Different from other bionic algorithms, BAS is a single search algorithm. It is
inspired by the foraging behavior of the beetles. Each beetle has two long antennae, which contain a
number of odor-receiving cells that can detect the odor of food as well as the sex pheromone of its
mate. According to the difference in the concentration of odors perceived by the two antennae, the
beetle randomly advances towards the side with the stronger concentration, and eventually finds the
location of food through iterations. However, when the iteration reaches a certain number of times,
the sharp decrease of the step length will lead to the moving components of the beetles in all directions
to be too small, making it difficult to jump out of the local optimum [55,56]. The simplified search
principle of BAS is shown in Fig. 1.

Distance between
two antennae 

Left
antennae 

Right
antennae

Figure 1: The simplified principle of BAS

In the BAS algorithm, the position of food is mapped to the optimal solution of the problem, and
the odor concentration of food is mapped to the fitness function value. There are only two core steps:

Step 1. Search phase: The position of beetle and the orientation of antennae are randomly
generated and normalized.
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→
b = rands (d, 1)

‖rands (d, 1)‖ (2)

{
xl = xt + d0 ·

→
b/2

xr = xt − d0 ·
→
b/2

(3)

where d is the spatial dimension, rands(d, 1) represents the random function; xt (t = 0, 1, 2, · · · , n) is
the position of the centroid of the beetle in the t-th iteration, xl is the position of the beetle’s left antenna
in the t-th iteration, xr is the position of the beetle’s right antenna in the t-th iteration, and d0 is the
distance between the two antennae in the t-th iteration.

Step 2. Update phase: Update the position of the beetle and the distance between the two antennae.

xt+1 = xt − etat ·
→
b · sgn (f (xr) − f (xl)) (4)

dt
0 = 0.95dt−1 + 0.01 (5)

etat = 0.95 · etat−1 (6)

where eta is the step size factor of the search; f (x) is the odor concentration of the position x, that is, the
corresponding fitness function value; sgn (·) is the sign function that returns the positive and negative
of the parameter. Eqs. (5) and (6) respectively represent the update rules of the search parameters d0

and eta.

3.2.2 The Improvement Strategy of BAS Algorithm

(1) Improvement 1: Step size adjustment based on Sigmoid nonlinear convergence factor and Lévy
flight mutation mechanism

Because the original BAS algorithm is sensitive to the setting of parameters and its positioning
accuracy is low, the results will fall into local optimum due to prematurity in the operation of multi-
dimensional functions, and then the optimal solution cannot be found [57]. To address these problems,
this paper firstly adjusted the fixed step size in the BAS algorithm to an adaptive adjustment step
size based on Sigmoid function and Lévy flight mutation mechanism with the number of iterations,
showing a nonlinear law.

1) Sigmoid function

The Sigmoid function is an S-type function common in biology that can map a real number to
between 0 and 1. As the actual search process of the beetle is an extremely complex nonlinear process,
the Sigmoid function is used as a nonlinear convergence factor in this paper. In the early stage, the
individual degree of freedom of the population can be kept large and the global optimization ability
can be enhanced. In the later stage, the individual degree of freedom decreases rapidly and the local
optimization ability is strengthened. Therefore, the Sigmoid nonlinear convergence factor is used to
change the fixed step size of the beetles, which can better balance the global search and the local search.
The sigmoid function is shown in Eq. (7). As is the nonlinear convergence factor used in the GSAIBAS
algorithm, and x is scaled to (−5, 5), as shown in Eq. (8).

S (x) = 1
1 + e−x

(7)
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As = fs · S

⎛
⎜⎝−

t − 1
2

MaxIter

MaxIter
× 10

⎞
⎟⎠ (8)

where t is the current number of iterations, and MaxIter is the maximum number of iterations; The
hyperparameter fs is set to 2, and the As will nonlinearity decease from near 2 to near 0, as shown in
Fig. 2.

Figure 2: Trend of the convergence factor

2) Lévy flight

Lévy flight is a random flight strategy, which belongs to the non-Gaussian Markov process.
Its core lies in the alternation of short-distance wandering and long-distance jumping [58]. At the
beginning of iteration, long-distance flight is beneficial to break through the local optimum and
perform a large-scale search. Later in the iteration, short-distance flight can facilitate gathering in
a small search area. Many studies show that there are many creatures in nature, such as bees, fruit
flies and other insects, whose behavior conforms to the characteristics of Lévy flight. Moreover, Lévy
distribution is symmetrical, and both positive and negative numbers can be generated. Therefore, in
this paper, Lévy flight is used to generate direction and step size, and the specific formula is shown in
Eq. (9).

Lévy (λ) = μ

|v|1/β
(9)

where λ = 1 + β, β ∈ (0, 2], μ and v obey the following Gaussian distribution:{
μ ∼ N

(
0, σ 2

μ

)
v ∼ N

(
0, σ 2

v

) (10)

where

σμ =
[
Γ (1 + β) · sin (π · β/2)

Γ (1 + β/2) · β · 2(β−1)/2

]1/β

, σv = 1 (11)

where β is the scaling factor, and this paper takes β =1.5 [59], Γ (·) is the standard gamma function.
The Simulation of Lévy flight trajectory is shown in Fig. 3.



2724 CMES, 2023, vol.137, no.3

Figure 3: Simulation of Lévy flight trajectory

Therefore, this paper replaces the fixed step size in the original BAS algorithm with the Sigmoid
nonlinear convergence factor As and the Lévy distribution generation direction and step size, which
will certainly improve the search performance and avoid falling into local minimum. The equations of
improved step size and position update become:

step = As · Le′vy (λ) (12)

{
xl = xt + step
xr = xt − step (13)

(2) Improvement 2: A dual search mechanism based on the fusion of improved BAS algorithm
and GSA

This paper integrates the improved BAS algorithm with the golden sine algorithm (GSA) by using
the former to conduct a second search near the optimal solution found by the latter. Through the
GSA guidance mechanism, the population range is divided and the search room is reduced by the
golden ratio, so that the beetles can quickly approach the best search area. This combination not only
increases the richness of BAS, but also enhances the search ability and efficiency of the GSA, leading
the algorithm to jump out of local optimum. GSA is a new metaheuristic algorithm proposed by
Tanyildizi et al. in 2017 [60]. According to the relationship between the sine function and the unit circle,
this algorithm traverses every point on the unit circle along the same search route on the sine function.
At the same time, the golden ratio is introduced in the position update to narrow the range of the
solution and improve the search speed of the algorithm. The core step of the algorithm is the position
update: Firstly, the positions of n individuals are randomly generated, and X t

i = (Xi1, Xi2, · · · , Xid)
t is

used to represent the spatial position of the i-th (i = 1, 2, · · · , n) individual at the i-th (t = 1, 2, · · · , tmax)

iteration in the d-dimensional space, where tmax is the maximum number of iterations. Then the position
update Equation of the i-th individual is shown in Eq. (14).

xt+1
i = xt

i · |sin (r1)| − r2 · sin (r1) ∗ ∣∣θ1 · xbs
t − θ2 · xt

i

∣∣ (14)

where xbs
t is the optimal position in the t-th iteration; r1 and r2 are random numbers, r1(r1 ∈ [0, 2π ])

determines the moving distance of the individual in the next iteration of the algorithm, and
r2(r2 ∈ [0, π ]) controls the update direction of the position of the i-th individual in the next iteration.
τ is the golden proportion coefficient, θ1 and θ2 are the coefficients obtained by introducing the τ ,
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which not only reduce the search space, but also guide the individuals to approach the optimal value
gradually.⎧⎨
⎩

θ1 = a + (1 − τ) · (b − a) , θ2 = a + τ · (b − a)

τ =
√

5 − 1
2

(15)

In this paper, the initial values of a and b are taken as −π and π , respectively. In the process of
iteration, the values of θ1 and θ2 will change with the change of the objective function value, and the
values of a and b will also be updated [61]. By comparing the fitness function values corresponding to
the left and right antenna of the beetles, the value xnew obtained by the second search is determined, as
shown in Eq. (16).

xnew =
{

xr, f (xr) ≥ f (xl)

xl, f (xr) < f (xl)
(16)

Then, on the basis of calculating fitness, the idea of tabu search is introduced, and the search value
is judged according to the greedy strategy (see Eq. (17)). Compare the fitness values of the original
GSA and the second search position of the improved BAS algorithm. If the performance of the second
search position is better, replace the original position. Otherwise, do not replace, so as to obtain the
final optimal position, which effectively improves the accuracy of the search.

X̂ t+1 =
{

X t+1
i , f

(
X t+1

i

) ≥ f
(
X t+1

new

)
X t+1

new , f
(
X t+1

new

)
> f

(
X t+1

i

) (17)

where f (X) is the fitness function obtained at position x.

3.2.3 Implementation Steps of the GSAIBAS Algorithm

Step 1. Initialize the algorithm parameters, including the number of iterations MaxIter, the search
dimension dim, and population size pop.

Step 2. Randomly initialize the population according to the setting ranges of the parameters,
calculate individual fitness function values, and find the global optimal solution.

Step 3. Update the individual positions and the corresponding fitness values by Eq. (14) to obtain
the optimal individual.

Step 4. Calculate the step length of the beetles according to Eq. (12), perform a second search and
update the optimal individual position obtained in Step 3 through Eq. (13), and calculate the fitness
value.

Step 5. Compare the fitness function values of the left and right antenna according to Eq. (16),
get the position after the second update and judge whether the position exceeds the parameter range
set in Step 2, if so, output the optimal solution that did not exceed the boundary last time, otherwise,
continue down.

Step 6. Use the greedy strategy to judge the final optimal individual position by Eq. (17). If it is
better after the second search, the current individual will be replaced, otherwise, not be replaced.

Step 7. Determine whether the maximum number of iterations of the GSAIBAS algorithm
is reached, and if it is reached, output the optimal individual position and optimal fitness value;
otherwise, go to Step 3 and continue.
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3.3 Early-Warning Model Based on GSAIBAS-CatBoost
This paper uses the GSAIBAS algorithm proposed in Section 3.2 to obtain the best parameter

combination of CatBoost, and then establishes a credit card customer churn warning model based
on GSAIBAS-CatBoost. First of all, among some important parameters of the CatBoost algorithm
in Table 1, three most critical parameters are selected for optimization: learning_rate, depth and
l2_leaf_reg. Theoretically, the gradient enhancement function can be strengthened, and the prediction
ability can be significantly improved. Then, the pre-processed training data set is input to model
the credit card customer churn, and the obtained model is tested by the test data set. Since in the
classification models, ROC curve and AUC value are often used as indicators of how well a model fits.
Especially in the scenario of where the number of positive and negative samples is unbalanced, the
AUC value can be used to comprehensively measure the pros and cons of the classifiers. Therefore, we
choose AUC value as the fitness function in the GSAIBAS algorithm.

The implementation steps of the GSAIBAS-CatBoost model are as follows:

Step 1. Data preprocessing: Input the acquired credit card customer churn data set, and perform
data cleaning, including operations such as deleting redundant features, processing missing values and
variable encoding.

Step 2. Feature selection: Use XGBoost algorithm to filter features.

Step 3. Data set segmentation: The processed sample data set is divided into training data set and
test data set according to the ratio of 7:3.

Step 4. Imbalance processing: Use the SMOTETomek algorithm to balance the data distribution
on the training data set, and input the balanced training samples into the CatBoost model.

Step 5. Initialization the parameters: GSAIBAS: pop, MaxIter, dim; CatBoost: learning_rate,
depth, l2_leaf_reg.

Step 6. Optimal selection: Optimal combination of the three parameters of CatBoost is selected
according to Steps 2–6 of the GSAIBAS algorithm in Section 3.2.3.

Step 7. Determine the termination condition: Determine whether the maximum number of itera-
tions of the GSAIBAS algorithm is reached, and if it is, output the optimal solution of learning_rate,
depth, l2_leaf_reg and the corresponding optimal AUC value; if not, continue to iterate.

Step 8. Model testing: The optimal solution and the test data set obtained at the end of iteration
are input into the CatBoost model, and the prediction results of customer churn are output.

The specific flowchart of GSAIBAS-CatBoost model is shown in Fig. 4.

4 Empirical Analysis

In this paper, based on data mining methods, the data set of credit card customer obtained
from the Analyttica official platform (https://leaps.analyttica.com/) is selected for empirical analysis.
In order to make the source data set better suitable for machine learning classification models, the
data is preprocessed firstly, including removing redundant features, processing missing values and
variable coding. Secondly, correlation analysis is performed to initially explore the correlation between
customer features, and the XGBoost algorithm is used to calculate variable importance scores of
variables for feature selection. Then the SMOTETomek algorithm is used to balance the data so that
the distribution between churn and non-churn customers is balanced. Finally, the processed training
data set is input to construct an early-warning model via GSAIBAS-CatBoost for customer churn.

https://leaps.analyttica.com/
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Figure 4: The implementation flowchart of GSAIBAS-CatBoost model

4.1 Data Set
The data set used in this paper is the historical consumption records of credit card users of a foreign

bank during the two years from 2015 to 2017, with a total of 10,127 pieces of data and 21 variables,
including the demographic information, accounting information and behavioral information of users.
Among them, 1,627 pieces of data are churn credit card customer and 8,500 pieces of data are existed
credit card customer. Except the target variable, there are 20 features in the whole data set excluding
the target variable “att” including 9 categorical characteristics (gender, dep, edu, marital, income, card,
book_months, inactive and contacts). The specific index description is shown in Table 2.

Table 2: Indicator description

Variable Explanation Type

CLIENTNUM Customer’s ID Interger
Age Customer’s age Interger
Gender Customer’s gender String
Dep The number of family members Interger
Edu Educational background String
Marital Marital status String
Income Income category String
Card Card category String

(Continued)
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Table 2 (continued)

Variable Explanation Type

Book_months The number of months booked Interger
Rel The count of total relation Interger
Inactive The count of inactive months Interger
Contacts The count of contacts Interger
Credit_limit Current credit limit Interger
Rev_bal Total turnover balance Interger
Buy The average available credit limit Interger
Amt_change Change rate of the transaction amount Interger
Trans_amt Transaction amount Interger
Trans_count Total transaction counts Interger
Trans_count_change Change rate of the transaction counts Interger
Util Average utilization rate of credit cards Interger
Att Attrition flag String

4.2 Data Preprocessing
In this paper, the pre-processing of data mainly includes the operations of removing redundant

features, missing value processing and variable coding. Since the feature “CLIENTNUM” only
distinguishes different customers and has no correlation with other features, it is deleted. Through
data screening, it is found that there are missing values in this data set. The statistical results of features
with missing values are shown in Table 3. And these three features are retained because the percentage
of missing values is not large. However, there are significant differences among different customers in
education level, income type and marital status, and conventional methods such as mean and mode
filling are not applicable for processing. Therefore, we adopt the random forest regression algorithm
[62,63] to fill in the missing data to improve the accuracy of missing value filling. In view of the fact
that the language variables cannot be quantitatively analyzed in the data analysis process, linguistic
variables such as customer gender, marital status and education background that in the data set are
coded.

Table 3: Missing value

Variable Number of missing Proportion of missing

Edu 1,519 15.00%
Income 1,112 10.98%
Marital 749 7.40%

For the gender, the number 0 represents male and 1 represents female. For the marital status,
the number 1 represents single, 2 represents married, and 3 represents divorced. The three sequential
variables of education level, income type and credit card type are coded in ascending order. Since this
paper focuses on the churn customers, attrition is regarded as a positive class (label = 1).
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4.3 Feature Selection
For the above 20 pre-selected indicator variables that affect credit card customer churn, it is

necessary to further determine which indicators have a greater impact on customer churn to help
decision makers make better judgments. Since multicollinearity may exist among variables, if all
independent variables are used in the modeling of linear regression or logistic regression, the model
coefficients will not accurately express the effects of the independent variables on the dependent
variable. Therefore, the variables with strong correlation should be identified and removed. Since the
Pearson correlation coefficient can describe the close relationship between two fixed distance variables,
it is used in this paper to analyze the correlation between features (see Fig. 5 for the Pearson correlation
coefficient matrix). We know that correlation coefficient between 0.7 and 1.0 indicates a particularly
strong feature correlation and between 0.7 and 0.8 is strong. As can be seen from Fig. 5, the Pearson
correlation coefficient between the buy and credit_limit is 1; the correlation coefficient between the
two characteristic variables of Trans_amt and Trans_count in the past 12 months is 0.81; there is also
a relatively high correlation between Book_months and age, with a Pearson correlation coefficient
of 0.79; there is also a strong negative correlation between income and gender. Through analysis, we
found that there are two derived features: rev_bal = credit_limit − buy, util = rev_bal/credit_limit.

Figure 5: Pearson correlation coefficient heat diagram

In order to further detect the importance of features for the construction of classification
model, XGBoost algorithm [64,65] in Sklearn module is used to calculate the frequency of use of
feature variables (see Fig. 6 for variable scores). This method can reduce feature dimension and
improve training efficiency without losing training accuracy. The higher the frequency of using
feature variables, the more important the feature variables are to classification prediction. Therefore,
according to Fig. 6, we can see Trans_amt and Amt_change have a significant impact on credit card
customer churn prediction, while the demographic information of users, such as gender, marital status
and income type have a small impact. Combined with the above analysis, we choose to delete the
variable buy, util, Trans_count, Book_months, and, card and gender that rank lower. Therefore, a total
of 6 variables are removed through feature selection. In other words, there are 13 features retained for
subsequent model establishment finally.
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Figure 6: Feature importance score

4.4 SMOTETomek Sampling
The imbalance ratio of churn customers to non-churn customers in the source data set of this

paper is as high as 1:5. If we directly use the imbalanced data set for training, even though the overall
accuracy of the model is high, the minority samples are easy to learn incompletely, resulting in low
classification accuracy of minority samples, and the loss caused by misjudgment of minority samples
is far more serious than that caused by majority samples, so we should balance the data set. Firstly, the
data set is divided into training set and test set according to the ratio of 7:3. In the training set, there are
1,131 churners and 5,957 non-churners. Then we use SMOTETomek comprehensive sampling method
[65], which combines with the advantages of SMOTE and Tomek Links algorithm, to oversample the
churn customers. After sampling, both majority class and minority class samples have 5,775 items,
and the ratio changes to 1:1. The data distribution before and after sampling is shown in Fig. 7. The
SMOTETomek algorithm overcomes the shortage that the number of churners is far less than that of
non-churners.

50%

16%

84%

50%

 Attrited Customer  Existing Customer

Figure 7: Comparison before and after SMOTETomek sampling
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4.5 Evaluation Index of Model Performance
In the classification task with imbalanced data, the classification accuracy as a model performance

metric will lead to a low recognition rate for fewer classes of samples, which cannot reflect the
performance of the classifier well. Therefore, in order to better measure the effect of the model
under unbalanced data sets, this paper uses various evaluation indexes, such as confusion matrix,
Precision, Recall, F1 score and area under ROC curve (AUC). In addition, considering the importance
of identifying churn customers and comprehensively measuring the prediction accuracy of classifier,
we will pay more attention to the recall and AUC value of model prediction.

4.5.1 Confusion Matrix and Related Indexes

Confusion Matrix is often used as an evaluation index for prediction model accuracy [66,67]. The
confusion matrix of the binary classification results is shown in Table 4, where TP (True Positive)
represents the number of real churn customers in the data set and the model classification result is
also churn; FN (False Negative) represents the number of real churn customers in the data set but the
model classification result is non-churn; TN (True Negative) represents the number of real non-churn
customers in the data set and the model classification result is also non-churn; FP (False Positive)
represents the number of real non-churn customers in the data set but the model classification result
is churn.

Table 4: Confusion matrix for a two-class classification problem

Predicted positive Predicted negative

Actual positive TP FN
Actual negative FP TN

(1) Accuracy

Accuracy represents the ratio of the number of correctly predicted samples in the data set
(including both churners and non-churners) to the total number of samples, and the calculation
Equation is shown in Eq. (18).

Accuracy = TP + TN
TP + TN + FP + FN

(18)

(2) Recall

Recall refers to the percentage of churn customers that are correctly identified. A classifier with a
high recall will focus on as many churn customers as possible to avoid misclassifying churn customers
as non-churn customers.

Recall = TP
TP + FN

(19)

(3) Precision

Precision is the ratio of the number of correctly classified churn customers to the number of all
customers predicted to be churn. A classifier with a high precision will avoid misclassifying non-churn
customers as churn customers.
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Precision = TP
TP + FP

(20)

(4) F1 score

F1 score is a comprehensive measure commonly used as an evaluation model with the following
Eq. (21).

F1 = 2 · Recall · Precision
Recall + Precision

(21)

4.5.2 ROC Curve and AUC Value

The receiver operating characteristic curve is referred to as ROC curve, which measures the model
performance by plotting the probability distribution of TPR and FPR [64,68]. Among then, the
vertical axis TPR represents the proportion of all churn customers correctly judged as churn: TPR
= TP/(TP + FN); and the horizontal axis FPR represents the percentage of all non-churn customer
samples incorrectly judged as churn: FPR = FP/(FP + TN). When the model predicts better, the ROC
curve initially climbs faster and can rise to the high point rapidly. The AUC value is the area covered
under the ROC curve, and the calculation Equation is as follows:

AUC =
∑

i∈PositiveClass ranki −
(
M + M2

)
/2

M · N
(22)

where ranki represents the serial number of the i-th sample, M, N are the number of churners and
non-churners, respectively. The AUC value is generally between 0.5 and 1. And the larger it, the better
the prediction performance of the model.

5 Experimental Results and Analysis

In this section, we analyze the results of the constructed GSAIBAS-CatBoost based on the data
set processed as described above. First, in order to verify the predictive performance of the GSAIBAS-
CatBoost model, we compare it with eight common machine learning models. Then, this paper also
compares GSAIBAS-CatBoost model with BAS-CatBoost, GSA-CatBoost, SOA-CatBoost, WOA-
CatBoost, and SSA-CatBoost to further verify the improvement of the accuracy of the proposed
GSAIBAS optimization algorithm for CatBoost. Moreover, to prove its generalizability in the field
of customer churn prediction, it is also applied to two other imbalanced customer data sets Churn
and Telechurn on the official website of Kaggle. All of the above simulations are performed in the
Python environment.

5.1 Comparison of Common Classification Models
5.1.1 Prediction Result of Classification Model

The input training data set is used to train machine learning models such as K-Nearest Neighbor
(KNN), Support Vector Machine (SVM), Decision Tree (DT), Logistic Regression (LR), Random
Forest (RF), Gradient Boosting Decision Tree (GBDT), XGBoost, LightGBM, and CatBoost [69],
respectively. In order to facilitate comparison, we set the hyperparameter settings of all nine classifi-
cation models as the default values. The evaluation metrics such as accuracy, recall and precision of
the above nine classification models for credit card customer churn prediction are given in Table 5.
It can be clearly seen from the Table 5 and Fig. 8 that, the classification Accuracy, Recall, F1 score
and AUC value of the CatBoost model are significantly higher than those of the other eight models
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under the default parameter settings. For the precision, the random forest performs better. Therefore,
in general, the CatBoost model has the best binary classification performance among the common
machine learning models, which also proves that make CatBoost as the main model in this paper can
effectively identify churn customers.

Table 5: Test results of different models

KNN SVM DT LR RF GBDT XGBoost Lgbm CatBoost

Accuracy (%) 84.83 72.79 92.83 80.45 95.89 95.13 96.18 96.25 96.31
Recall (%) 77.22 71.57 86.90 78.83 89.31 93.35 92.14 93.95 94.35
Precision (%) 52.39 34.10 73.80 44.43 86.02 80.10 85.58 84.73 84.78
F1 score (%) 62.43 46.19 79.81 56.83 87.64 86.22 88.74 89.10 89.31
AUC (%) 81.77 72.30 89.95 79.80 93.63 94.41 94.55 95.32 95.53

Figure 8: ROC curves comparison

5.1.2 Prediction Results of GSAIBAS-CatBoost Model

In our proposed model, we use an improved swarm intelligence optimization algorithm
(GSAIBAS) to optimize the parameters of CatBoost algorithm to improve the classification accuracy.
In this experiment, for the credit card customer data set, the detailed parameters of the GSAIBAS-
CatBoost model are set as follows: pop = 15, MaxIter = 100, dim = 3 in the GSAIBAS algorithm,
loss_function = CrossEntropy, cat_features = [0, 1, 2, 3, 5, 6, 7] in the CatBoost algorithm. The value
ranges of optimization parameters in the GSAIBAS-CatBoost model are set as follows: depth: (4, 12),
learning_rate: (0.03, 0.3), l2_leaf_reg: (3, 15).

Table 6 shows the comparison results of various indicators between the CatBoost model and
GSAIBAS-CatBoost model. As can be seen from the table, the optimal fitness (AUC) obtained in the
experiment is 96.1503% and the optimal solutions are: depth = 4, learning_rate = 0.10, l2_leaf_reg =
3. Compared with the CatBoost model under the default parameter settings, the GSAIBAS-CatBoost
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model has improved in all indicators, and the Accuracy, Recall, Precision, F1 score and AUC value
have increased by 0.23%, 1.21%, 0.32%, 0.72% and 0.62%, respectively. Among them, the increase of
Recall and AUC value are most obvious. This also proves that the GSAIBAS algorithm has strong
parameter optimization ability for CatBoost algorithm.

Table 6: Test results of the CatBoost and GSAIBAS-CatBoost model

Model Accuracy (%) Recall (%) Precision (%) F1 score (%) AUC (%)

CatBoost 96.31 94.35 84.78 89.31 95.53
GSAIBAS-CatBoost 96.54 95.56 85.10 90.03 96.15

5.2 Performance Evaluation of GSAIBAS Algorithm
In order to further verify the effectiveness of GSAIBAS algorithm in parameter optimization of

CatBoost algorithm, this paper compares GSAIBAS algorithm with the original BAS algorithm, GSA
and three other popular swarm intelligence optimization algorithms in recent years, such as seagull
optimization algorithm (SOA), whale optimization algorithm (WOA) and sparrow search algorithm
(SSA). Among them, Gaurav et al. put forward SOA in 2019 according to the migration behavior and
attack behavior characteristics of the seagulls in nature [70], which has strong global search ability
and local search ability; WOA simulates the hunting behavior of humpback whales, which has the
advantages of simple operation, few adjustment parameters and strong ability to jump out of local
optimum [71,72]. SSA was proposed by sparrows’ foraging behavior and anti-predation behavior. This
algorithm is novel and has the advantages of strong optimization ability and fast convergence speed
[73–75]. Therefore, the parameter optimization performance of GSAIBAS algorithm can be effectively
verified by comparing the results of GSAIBAS algorithm with those of the above five optimization
algorithms for CatBoost algorithm.

To ensure the fairness of the comparison experiments, we assume that BAS algorithm iterates 100
times for one beetle. Except for the BAS algorithm, the parameters of the other four optimization
algorithms, such as population number and iteration times, and the selection of optimization param-
eters and the setting of value range in CatBoost algorithm are consistent with Section 5.1.2. Further-
more, two evaluation indexes, AUC and Recall, are used to measure the prediction performance of
GSAIBAS-CatBoost and BAS-CatBoost, GoldenSA-CatBoost, SOA-CatBoost, WOA-CatBoost and
SSA-CatBoost, where the AUC value is the fitness function value in each intelligent optimization
algorithm. The higher these two indicators are, the more effectively the model can identify potential
customers, and the better the classification and prediction ability. The optimization results of each
optimization algorithm obtained by the experiment are shown in Table 7.

Table 7: Optimization results of each optimization algorithm

Models AUC (%) Recall (%) Depth Learning_rate l2_leaf_reg

GSAIBAS-CatBoost 96.15 95.56 4 0.10 3
BAS-CatBoost 95.58 93.95 7 0.07 11
GSA-CatBoost 95.97 95.16 4 0.06 3
SOA-CatBoost 95.87 94.76 6 0.06 5

(Continued)
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Table 7 (continued)

Models AUC (%) Recall (%) Depth Learning_rate l2_leaf_reg

WOA-CatBoost 96.01 95.16 4 0.1 15
SSA-CatBoost 95.88 94.76 4 0.08 3

The results show that the six optimization algorithms have different optimization results for the
parameters of CatBoost algorithm. Moreover, the GSAIBAS-CatBoost model proposed in this paper
has the highest fitness function value (96.15%) under the optimal parameter combination. Fig. 9 shows
the Recall and AUC value of the test set of six classification prediction models under the optimal
parameter combination. By the comparison, we also find that the improved algorithm proposed in
this paper is obviously the best. This shows that GSAIBAS algorithm can effectively improve the
prediction ability of CatBoost model, and has better optimization performance for parameters of
CatBoost model compared with other optimization methods. Therefore, GSAIBAS algorithm can be
used to optimize the CatBoost model to obtain better classification performance.
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Figure 9: Recall and AUC value

Fig. 10 shows the parameter optimization curves of the above six optimization algorithms. As
can be seen from Fig. 10, the evidence shows that the improvement of the prediction accuracy of
the CatBoost model by the BAS algorithm is minimal, and the fitness function value of the 13th
iteration reaches 95.58% and it falls into the local optimum. The GSA-CatBoost model performs
better, reaching a prediction accuracy of 95.81% after 30 iterations, which is broken at the 45th iteration
and finally stabilized at 95.97%. While the WOA-CatBoost model quickly reaches the optimal value
of 96.01% at the 5th iteration of the algorithm, and then remains unchanged. The AUC value of SOA-
CatBoost model also reaches the optimal solution 95.87% after 14 iterations. The individual fitness of
the sparrows reaches 95.88% after 30 iterations of SSA-CatBoost model. In contrast, the AUC value of
the GSAIBAS algorithm proposed in this paper reaches 96.12% after 9 iterations, and then it jumps
out of the local optimum at the 28th time, and the optimal value reached 96.15% after converging,
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which is significantly better than the others. It is proved that the GSAIBAS algorithm has a certain
improvement in solving speed and accuracy. Moreover, its local mining capacity is better in optimizing
the parameters of CatBoost.

Figure 10: Optimization curves

5.3 Further Validation of the Model
In order to ensure the feasibility and universality of GSAIBAS-CatBoost model, the other

two customer churn data sets Churn (https://www.kaggle.com/mathchi/Churn-for-bank-customers)
and Telechurn (https://www.kaggle.com/barun2104/telecom-churn) from Kaggle data platform are
selected for verification belonging to banking and telecommunications respectively. Among them,
the data set Churn contains 10,000 pieces of customer data and 10 feature variables, including 5
classification features, and the imbalanced ratio between churners and non-churners is about 1:5; the
data set Telechurn contains 3333 customer data and 10 feature variables, including 2 classification
features, and the imbalanced ratio is about 1:6.

Firstly, the above two unbalanced data sets are simply preprocessed. For the data set Churn, the
redundant features “CustomerId” (customer’s ID information) and “Surname” (customer’s name) are
deleted. After data screening, we find that there are no missing values in this data set; For the data set
Telechurn, there is no need for any preprocessing. Then the two unbalanced data sets are divided into
training set and test set according to the ratio of 7:3, and the training set is balanced by SMOTETomek
algorithm, so that the imbalanced ratio becomes 1:1. Finally, the training sample set is input to train
the CatBoost model with the default parameters. In order to further improve the prediction accuracy
of the model, the original BAS algorithm and GSA before fusion and the GSAIBAS algorithm
proposed in this paper are used to optimize the parameters of the CatBoost algorithm, determine
the optimal parameter combination, and establish BAS-CatBoost, GSA-CatBoost and GSAIBAS-
CatBoost models, respectively. In this experiment, for the convenience of comparison, we also set
BAS algorithm to iterate 100 times for a beetle. Except for BAS algorithm, the parameters such
as population number and iteration times of the other four optimization algorithms, as well as the
selection and range setting of optimization parameters in CatBoost algorithm are consistent with
Section 5.1.2. The prediction performance evaluation indexes of each model still choose AUC value
and Recall.

https://www.kaggle.com/mathchi/Churn-for-bank-customers
https://www.kaggle.com/barun2104/telecom-churn
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Table 8 and Fig. 11 show the test results of each data set. The number of training samples in
Table 8 is the total number of samples obtained by sampling. Combined with the experimental results,
it can be seen that in the data set Churn, the AUC value and Recall of the GSAIBAS-CatBoost
model are increased by 0.91% and 2.57% respectively compared with the CatBoost model with default
parameters, and are also improved compared with BAS-CatBoost and GSA-CatBoost models. In
the data set TeleChurn, the improvement of the two evaluation indexes is more obvious. Compared
with CatBoost model, GSAIBAS-CatBoost model improves the AUC by 2.91% and the Recall by
9.09%. Moreover, compared with the original BAS algorithm, the GSAIBAS intelligent optimization
algorithm proposed in this paper improves the AUC value and Recall by 1.87% and 9.09%, respectively.
Compared with GSA, the AUC value and Recall are increased by 1.11% and 4.89%, respectively.
Therefore, the GSAIBAS-CatBoost model not only has a good prediction effect on the customer churn
of credit cards studied in this paper, but also has a good prediction effect on the customer churn of
other banks and other industries. That is to say, the early warning model of customer churn proposed
in this paper is also effective in solving the problem of customer churn in other fields.

Table 8: Test results of each data set

Data set Number of
the
training
samples

CatBoost GSA-CatBoost BAS-CatBoost GSAIBAS-
CatBoost

AUC
(%)

Recall
(%)

AUC
(%)

Recall
(%)

AUC
(%)

Recall
(%)

AUC
(%)

Recall
(%)

Churn 9498 76.02 66.61 76.66 67.98 76.61 67.47 76.93 69.18
Telechurn 3920 85.14 77.62 86.94 81.82 86.18 77.62 88.05 86.71
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Figure 11: Comparison of the optimal fitness

6 Conclusion

With the increasingly fierce competition among major banks, how to enhance the value of existing
customers and reduce customer churn has become a main task of banks. In this paper, we combine
machine learning algorithm and metaheuristic method to design an early-warning model for customer
churn of credit card based on GSAIBAS-CatBoost. The purpose of this study is not to propose a new
algorithm, but to establish a better customer churn prediction model. After preprocessing the data, we
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first use the XGBoost algorithm based on gain coverage and frequency for feature reduction. Secondly,
we use the SMOTETomek algorithm to balance the data distribution. Then, a GSAIBAS algorithm
is proposed to optimize CatBoost to predict customer churn. In the proposed GSAIBAS algorithm,
the Sigmoid function and Lévy flight mutation mechanism are introduced to change the fixed-step
search into a variable-step search, which overcomes the shortcomings of the original BAS algorithm
of simple parameters and easy to fall into local optimization. The improved BAS algorithm is used
to perform a secondary search for the optimal location by GSA, which can effectively increase the
diversity of search space and improve the convergence accuracy. From the final empirical result, we
can conclude that the early-warning model for customer churn of credit card based on GSAIBAS-
CatBoost proposed in this paper has high prediction accuracy and recall, which not only provides a
new solution for the customer churn problem of bank credit card, but also has important significance
to the service transformation of the banking industry and helps bank managers to retain customers
with churn tendency. In addition, we found that the model has some generalizability when combined
with other customer churn data sets.

Although the above research has made an important contribution to solving the difficult problem
of customer churn prediction, there are still shortcomings in the processing of unbalanced customer
data. Since the problem of customer churn is essentially a typical nonlinear, high-dimensional and
unbalanced binary classification problem, the SMOTETomek comprehensive sampling method is
directly used to linearly interpolate the churn customer samples in this paper without fully considering
the possible problems such as overlapping category areas and data noise in the customer data set.
Therefore, the blind sampling operation lacks rationality and scientificity. In the future research, we
will try to balance the customer data from two aspects in practical application: data and algorithm,
and consider the penalty loss difference between the churn customers and the non-churn customers
when training the classification model while sampling reasonably, so as to further establish a better
foundation for improving the prediction accuracy of the customer churn early warning model. In
addition, with regard to the proposed GSAIBAS, to further verify the capability of the proposed
method to solve real-world engineering problems, in the future work, we can test the proposed
method on constrained optimization functions of the benchmark provided for the CEC2020 Real-
World Constrained Optimization competition and provide the comparison with the TOP performing
algorithms (SASS, COLSHADE, sCMAgES, et al.).
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