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ABSTRACT

Coronary artery disease (CAD) has become a significant cause of heart attack, especially among those 40 years old or
younger. There is a need to develop new technologies and methods to deal with this disease. Many researchers have
proposed image processing-based solutions for CAD diagnosis, but achieving highly accurate results for angiogram
segmentation is still a challenge. Several different types of angiograms are adopted for CAD diagnosis. This paper
proposes an approach for image segmentation using Convolution Neural Networks (CNN) for diagnosing coronary
artery disease to achieve state-of-the-art results. We have collected the 2D X-ray images from the hospital, and the
proposed model has been applied to them. Image augmentation has been performed in this research as it’s the
most significant task required to be initiated to increase the dataset’s size. Also, the images have been enhanced
using noise removal techniques before being fed to the CNN model for segmentation to achieve high accuracy.
As the output, different settings of the network architecture undoubtedly have achieved different accuracy, among
which the highest accuracy of the model is 97.61%. Compared with the other models, these results have proven to
be superior to this proposed method in achieving state-of-the-art results.
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1 Introduction

Coronary artery disease (CAD) is the most common type of heart disease and is the leading cause
of death worldwide [1]. Also known as atherosclerotic heart disease or ischemic heart disease (IHD),
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CAD develops when the major blood vessels get luminal narrowing due to some fat deposition or build-
up of plaque [2,3], resulting in restricted blood flow [4], leading to chest pain or even a heart attack. The
treatment requires medical diagnosis, often including lab tests or computer-aided diagnosis imaging
like coronary angiograph. An angiogram of the heart, also known as the coronary angiogram, is used
to evaluate CAD. Coronary angiography is considered as one of the popular diagnostic procedures
for treating coronary artery disease. During coronary angiography, a liquid dye is injected through a
thin, flexible tube known as a catheter [5,6]. The dye makes the blood flowing inside the blood vessels
visible on the X-ray, which is used to analyse the narrowed or blocked area in the blood vessel. X-
ray angiography is one of the standard procedures that is adopted as a diagnostic measure for CAD
disease. In other words, angiogram or arteriogram refers to the X-ray test employing dye to exhibit the
arteries. As an X-ray cannot make the arteries visible, the dye or contrast material is used for the same
by inserting a long and thin hallow tube known as a catheter into an artery. Accurately segmenting
vessel regions from the background is a tough task. The images that are to be incorporated may have
low brightness. Moreover, due to several reasons, the arteries may be mixed with tissues, noise, etc.,
thereby making the task of segmentation arduous. Now, as every year around 3 million people die
due to heart attacks, among which about 40% of deaths that occur due to heart attacks are below
the age of 55, need for an expert model for the detection of blockage in a short span of time has
become the need of time. Hence such a situation has motivated us to propose an efficient model,
based on deep learning to segment the blockage portion in the coronary arteries of the heart. Several
different types of angiograms are been adopted for diagnoses such as Coronary angiogram, Computed
tomography angiography, Magnetic resonance angiography, Pulmonary angiogram, Radionuclide
angiogram, Renal angiogram, and Digital subtraction angiography. However, to achieve a proper
CAD diagnosis, image processing techniques such as image segmentation [7] have been adopted
sometimes for the segmentation of the blood vessels. Though different methodologies have been
incorporated by researchers [8–13] to segment the vessels in the past, achieving satisfactory results
and high accuracy remained a major challenge.

In this paper, a methodology for detecting vessel regions in coronary angiogram images is
proposed based on the deep convolution neural network (CNN) which is an image classification
algorithm inspired by deep learning CNNs that are the subfield of deep learning and are used
extensively in the recent times for medical image classification and segmentation [14,15]. It uses the
deep feedforward artificial neural network (ANN). It takes input images and predicts the labels that
are to be assigned. The outcome of CNNs usually is very satisfying in terms of accuracy as it uses
the sparsity of connections and shares the parameters with the use of convolution and fully connected
layers [16,17]. The data augmentation concept is utilized in the proposed methodology in order to
construct the dataset from the angiogram images. We have initially 28 images which were not enough
to train the model. So, in order to create a proper dataset, data augmentation is accomplished so
that we can generate sufficient training images by applying different operations such as rotating
the image, skewing, translation, darkening and brightening. This image augmentation also helps in
avoiding the overfitting of the model. Different methodologies have been incorporated by researchers
[17,18] in the past to segment the vessels, but achieving satisfactory results and high accuracy is still
a major challenge. Coronary heart disease has made severe threats to human health in recent times.
The Angiogram technique seems to be a high-standard procedure for evaluating the condition of the
heart. However, due to overlaps between vessels in the angiogram, it becomes difficult to visualize the
actual blockage or the crossing area of vessels. That says that extraction of vessels is challenging due to
the noisy background, contrast variation between the arteries, overlapping shadows of the bones and
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other difficulties. Therefore, this paper aims to develop vessel segmentation techniques by proposing
a convolutional neural network model powered by deep learning techniques.

The rest of the paper is organized in the following manner: Section 2 provides the related work
including existing methodologies proposed by the researchers in the field of image classification and
segmentation. Section 3 provides the proposed method. Section 4 describes the network architecture.
Section 5 provides the result and analysis. Section 6 presents the discussion part and finally, Section 7
depicts the conclusion of the paper.

2 Related Work

Despite the presence of numerous studies and proposed methodologies [19–21] related to the work
done in this field, most of the work deals with the existing images that are available freely on the web.
This proposed work has used images of an angiogram of patients from hospitals situated in Kolkata,
West Bengal and collection of images accomplished after proper provisional formalities. To begin with,
the most relevant work related to the paper was found in the Nasr-Esfahani et al. [22] paper that
proposed a method to detect the vessels using the CNN approach. In this work, the angiogram images
were enhanced with respect to their contrast followed by attaching a patch around each pixel then fed
into a trained CNN to find whether the pixel belongs to the vessel region. The dice score projected was
precisely 81.51 and the accuracy was found to be 97.93 after following all the steps of enhancement and
segmentation that included contrast enhancement, feature extraction, edge detection and thresholding.

In [23], authors proposed a segmentation technique based on a Deep Neural Network (DNN)
that has been trained on a large sample of pre-processed examples (up to 400 thousand) that included
global contrast normalization, zero phase whitening followed by the augmentation using geometric
transformations and gamma corrections. The work performed in the paper is based on three databases
namely DRIVE (Digital Retinal Images for Vessel Extraction), STARE (Structured Analysis of
the Retina) and CHASE. The work first considered only the patches that fitted entirely into the
Fields of View (FOVs), ignoring the patches beyond the FOVs. The FOVs are nothing but patches
present in the circular active area in the fundus images. With this assumption, this decision is cross-
verified by taking all the pixels in the FOVs, but the results do not improve significantly. This work
also has presented variants of the models that can give structured predictions for the simultaneous
classification of multiple pixels. The accuracy obtained in this paper is found to be almost 97 percent
[23]. Wong et al. [24] contradicted the point of taking a large sample of data to train the model. Their
work proposed a strategy to build the medical image classifiers with the use of limited data and it
builds the classifiers using the features from segmentation networks. Moreover, it suggested that the
sizes of the constraint images and the model complexity can result in high computational costs and
poor performance. This work has applied the model to a 3D three-class brain tumor classification that
showed an accuracy of 82% for the 91 training and 191 testing data and when applied to the 2D nine-
class cardiac semantic level classification, showed an accuracy of 86 percent that was achieved with
the use of 108 training and 263 testing data. The main understanding of this research is that the work
focused on making the machine learn simpler shapes and structural concepts first before solving the
actual problem. Another segmentation approach using CNN approach was presented by Fu et al. [25]
which was applied on histological images and fibrosis identification. As the manual thresholding
approach is not suitable in today’s world due to unnecessary labor work and high sensitivity towards
the inter and intra-image intensity variations, the authors proposed a method to evaluate an elegant
CNN developed to segment the histological images, especially those having Masson’s trichrome stain.
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The dice similarity projected in this paper is 0.947 and it has outperformed the start of art CNNs on
a dataset of cardiac histological images.

Also, some of the works failed to improve the accuracy without increasing the complexity and the
computation time. Thus, the literature survey of the related works showed that there is a major need
to provide a suitable methodology for image segmentation with the help of CNN that can address
all these challenges and issues and outperform the other models [26]. So, in this paper, we propose a
methodology that is applied to the angiogram images to produce high-quality segmented images.

2.1 Novelties and Contributions
The related works clearly state that several challenges need to be addressed. As described in the

related work section, none of the results tried to use raw images of patients from hospitals; instead, they
chose images mainly from the existing dataset on the web. However, in our work, we have considered
authentic coronary angiogram images of patients from the hospitals around Kolkata, WestBengal,
India, which helps in achieving the objective of this paper, i.e., segmentation of angiogram images
using CNN with high accuracy, and experiments have been conducted with patients’ heart images that
were taken from hospitals not from the existing archives on the web. Also, it is observed that many
works considered the disintegration and reconstruction [27,28] of the images for training the model.
In contrast, in our proposed model, the image augmentation is done as a whole, thus removing the
requirement of performing the same. The proposed work focuses on applying filters to remove the
noise. The main contributions of this work are as below:

1. Real images of angiograms from hospitals have been adopted.

2. Image augmentation has been accomplished and then filters are applied.

3. A deep learning model based on CNN has been proposed to avoid normal feature extraction
requirement.

4. Noise Removal including blurring and irregular brightness has been carried out.

5. Accuracy of 97.61% has been achieved using the proposed CNN model.

3 Proposed Method

In our work, CNN-based image segmentation methodology is proposed to segment the coronary
angiogram for the diagnosis of CAD. Firstly, the original raw images of angiograms have been
preprocessed and thereafter, the images have been manually annotated by tracing the angiograms.
The preprocessing is done to make the image easier to trace. Next, the annotated images are obtained
for training data. Now, the training data is sent to the CNN model. After training, the trained model is
tested over the test images and the output containing the segmented image is obtained. Fig. 1 depicts
the proposed methodology with the flow of data starting from the original raw input image to the
segmented output image. The CNN architecture shown in the proposed methodology is based on the
U-Net model which is used for biomedical image segmentation due to its ability to produce fast and
precise segmented images. Fig. 2 depicts the CNN architecture of the proposed model using 2 × 2 max
pooling. The blocks in red depict the convolution with the Rectified Linear Unit (ReLU) activation
function used for acquiring the outputs of the CNN neurons. The blocks shown in pink are the max
pooling layers. Up-sampling is performed to recreate the segmented image.
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Figure 1: The proposed workflow of the whole image segmentation including the input image of and
output image of angiogram

Figure 2: Schematic diagram of proposed CNN where blockwise transformation has been shown

3.1 Convolution Neural Network
In order to build a convolution concept, the theorem of convolution that maps convolution in the

domain of space and time has to be incorporated. This theorem has been adopted by many authors
in the past and is related to the Fourier domain. One can refer to convolution as a Fast Fourier
transformation (FFT) [29]:

f (x) = h ⊕ g =
∫ ∝

−∝
h (x − u) g (u) du = F−1

(√
2π F [h] F [g]

)
. (1)

Eq. (1) depicts the convolution theorem which is the convolution of two continuous functions h
and g; f(x) is the final output hypothesis. Here h refers to the input images and g refers to the kernel
function. Eq. (2) refers to the 2D discrete convolution theorem related to discrete images. In CNN,
the feature map or activation map refers to the output of one filter served to the previous layer. The
definition of feature map (FM) can be given as,
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FM = input ⊕ kernel =
col∑

k=0

row∑
x=0

inpu (x − a, k − b) = F−1
(√

2π F [h] F [g]
)

(2)

3.2 Convolutional Layer
One of the main building blocks of a CNN is the convolutional layer. The parameters consist of

a set of learnable filters with a small receptive field. Every filter extends through the full depth of the
input volume, and so the depth of these filters is the same as the depth of the input volume. Each filter
is convolved in terms of the width and height of the input images in the forward pass, and while doing
so, it also computes the dot product for all the admittances of the filter and the input to provide a
2-D map of activations of that filter. All components of the output volume can thus be inferred as an
output of a neuron that gazes at a trivial area in the input and segment parameters with neurons in
the identical activation map. Several such filters are used and they produce different activation maps
of the same size, thus generating an output volume when the different activation maps are stacked
together in the third dimension. This helps the CNN to learn the filters that activate to detect some
precise type of features at some spatial points in the input.

In the case of CNN, the input is an n × n × r image. Here, height and width are n and the number
of channels is r; for example, RGB image has r = 3. CNN layers consist of k filters of size m × m × q
where m is smaller than the dimension of the image and q can either be the same as the number of
channels r. The size of the filters increases the connected structure; that is, all are convolved with the
image to yield k feature maps with size n−m + 1. Most of the time, the convolution layer uses a ReLU
(Rectified Linear Unit) layer. This activation function is given as,

f (x) = max (0, x) , (3)

and raises the properties of nonlinearity of the decision function without touching the receptive fields
of the convolution layer. In Eq. (3), x is the input size.

3.3 Convolutional Layer
Additionally, the main building blocks of a CNN is the pooling layer. The operations on the

pooling layer happen autonomously on each size of the depth of the input and resize it spatially. The
size of the filters 2 × 2 are applied with a step of 2, thus down-sampling the input by two along the
width and height, ignoring 75% of the activations. From the several choices of non-linear functions
that exist, the max-pool is the most commonly used operation. Fig. 3 depicts how the existing layer is
down sampled and resized based on the pooling operation.

Figure 3: Sample input images containing coronary angiograms
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3.4 Backpropagation
As part of the pre-processing pipeline, we perform the grey-scale conversion, normalization,

contrast-limited adaptive histogram equalization and gamma adjustment. The training of the neural
network is performed on satellite sub-images (patches) of the pre-processed full images. Heavy data
augmentation is performed by randomly combining sheer, rotation, and zoom transformations by
means of a generator that generates transformed images on the fly and this operation increase the
dataset size by a factor of a number. This comprehensive data augmentation scheme makes the
network resist over-fitting. The network iteratively adjusts its parameters using the Adam optimization
algorithm which is a variant of stochastic gradient descent. Along with gradient descent, training of
satellite images of water spread area is also done using back-propagation (an algorithm that defines
backward propagation of errors when training artificial neural networks). Given a neural network and
an error function, the method calculates the gradient of the error function with respect to the neural
network’s weights during the forward pass and the error contribution of each neuron is calculated
when processing every batch of the input image.

Back-propagation iteratively computes error for every layer l, and the error term δ(l) at a particular
layer l can be defined in the Eq. (4) as,

δ(l) =
((

W (l)
)T

δ(l+1)

)
· f

′(z(l)). (4)

To calculate the gradient of the loss function and errors, Back-propagation is used. Following the
same convention, the gradients can be calculated as,

∇W(l)J (W , b; x, y) = δ(l+1)
(
a(l)

)T
(5)

∇b(l)J (W , b; x, y) = δ(l+1) (6)

In Eqs. (5) and (6), W, b are the parameters and x, y represent the input image. The process of
optimization, thus, repeats these two steps: propagation and weight update. In the second phase, this
gradient is used to update the weights to minimize the loss function.

For the raw images, the mask is generated by a series of steps followed by manual annotation.
During the stage of data preprocessing, the images are subjected to a series of image processing
techniques. Firstly, the image is subjected to clahe histogram equalization. The clahe histogram
equalization is performed in order to increase the contrast of the images. The ordinary histogram
equalization is not used since there are areas in the image that are significantly lighter or darker
compared to the background pixels. Hence, the clahe histogram equalization is applied.

The next technique applied to the image is the gamma adjustment so as to adjust the luminance
values of the pixels. In the next step, the binary thresholding is applied and the threshold value
is selected based on which the pixels are updated. Finally, the images are annotated manually in
order to remove any background noise and enhance the vessels, specifically the target area. In this
preprocessing, several steps have been incorporated. The first step is to consider the raw images of the
angiogram that had been collected earlier from the hospital; afterward, Clahe equalization, Gamma
Adjustment, Thresholding and Manual Annotation steps also have been carried out.

4 Network Architecture

The network architecture which is derived from the U-Net architecture originally used in com-
pressing image data consisting of two parts: the compression and decompression, is provided next.
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In this approach, the classic U-Net model is tweaked such that the compressed image data is trans-
formed into a segmented output. Two different settings are provided, A and B which have different
architectures in order to analyse the performance of the model. Table 1 provides the information of
the architecture for setting A and Table 2 provides the information of the architecture for setting B.

Table 1: Architecture of setting A

Layer Inputs

Conv2D + MaxPooling 64
Conv2D + MaxPooling 128
Conv2D + MaxPooling 256
Conv2D + Dropout + MaxPooling 512
Conv2D + Dropout + MaxPooling 1024
Conv2DT + Concatenate 512
Conv2D 512
Conv2DT + Concatenate 256
Conv2D 256
Conv2DT + Concatenate 128
Conv2D 128
Conv2DT + Concatenate 64
Conv2D 64
Conv2D 2
Conv2D 1

Table 2: Architecture of setting B

Layer Inputs

Conv2D + MaxPooling 64
Conv2D + MaxPooling 128
Conv2D + MaxPooling 256
Conv2D + Dropout + MaxPooling 512
Conv2DT + Concatenate 256
Conv2D 256
Conv2DT + Concatenate 128
Conv2D 128
Conv2DT + Concatenate 64
Conv2D 64
Conv2D 2
Conv2D 1
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5 Results and Analysis

This section elucidates the fact that CNNs provide a superior result compared to other traditional
methods. Their ability to learn extremely useful features from the higher layers is also discussed to
an extent. CNNs are useful for extracting information based on pattern matching by means of loss
fitting. This paper demonstrates the superiority of this technique based on the data collected from
some reputed hospitals. The data consists of 28 images for training and their corresponding segmented
images as labels. The dataset description, dataset building and CNN parameters are discussed in the
following subsections:

5.1 Data Description
The data consisting of 28 images of coronary angiograms are taken from reputed medical

institutions. We used the Keras Image data Generator to virtually generate more images using
different forms of rotation, skewing etc. Since our batch size is 500, for every epoch 500 images are
generated. In 10 epochs, the number of images is 500 ∗ 10 = 5000. These images have been tested
with various image processing techniques to segment the image. Some of the notable techniques
include log transformation, contrast stretching with histograms and thresholding. The techniques
previously proposed by researchers did not provide satisfactory results. Hence, in this methodology, a
semi-supervised-based technique with neighborhood contrasting is used to generate annotations for
the image. Fig. 3 depicts the sample input images of coronary angiograms and shows the coronary
branches in the coronary angiogram. From this figure, Left Main (LF), Left Anterior Descending
(LAD), Left Circumflex (LCx), Obtuse Marginal (OM), Diagonal (D), Septal branch, Right Coronary
artery (RCA), Acute Marginal, Posterior Left ventricular branch (PLV), Posterior Descending Artery
(PDA) can easily be identified by any experienced cardiologist or cardiac surgeon.

5.2 Dataset Building
It is notable that the dataset of 28 images is vastly insufficient for the training of the proposed CNN

model. Hence, to solve this problem, the augmentation of the data is performed with the utilization
of different methods like translation, darkening, brightening, rotation and skewing. These methods
can be used to automatically generate random images based on the parameters mentioned above.
This method ensures that images under any condition can be identified, and this makes the network
translational and rotational invariant (since it is trained on images of various degrees of rotation and
translation). The images generated are around 50 K which is used for the final training. Here, in the
data augmentation, the specific characteristics used are rotation range, width shift range, height shift
range, the sheer range and zoom range.

5.3 CNN Parameters
The model uses the U-Net architecture for the deconstruction and reconstruction of the image and

for analysis of its performance on the dataset. The model is trained using Stochastic Gradient Descent
(SGD) and a batch size of 4. The learning rate used is between 0.05 and 0.1. All the input images and
output images are transformed into size of 256 × 256. Table 3 elucidates the different parameters used
for analysis. A total of 5 different combinations of steps per epoch and the number of epochs are used.
The following parameters are incorporated in the results shown in Table 3:
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• Sensitivity (SN) or Recall is the proportion of positives that are correctly identified as positives.
This is also called the True Positive Rate (TPR):

SN = TP
P

= TP
TP + FN

(7)

• Precision is the proportion of positive classified values that are actually positive. This is also
called the Positive Predictive Value (PPV):

Precision = TP
TP + FP

(8)

• Accuracy is the proportion of all values that have been classified correctly:

Accuracy = TP + TN
TP + FP + FN + TN

(9)

• F-beta score for any positive real β is given as:

Fβ = (1 + β2) Precision ∗ Recall
β2 ∗ Precision + Recall

(10)

where the TP, FP, FN and TN are defined as follows:

• True Positive (TP)-The number of cases in which the positive class is classified as positive.

• False Positive (FP)-The number of cases in which the negative class is classified as positive.

• False Negative (FN)-The number of cases in which the positive class is classified as negative.

• True Negative (TN)-The number of cases in which the negative class is classified as negative.

Table 3: Results of segmentations for the different parameters

Steps/Epoch Epoch Loss Accuracy Precision Recall
(Sensitivity)

F-beta

100 20 0.5790 0.9481 0.9658 0.9727 0.9688
500 10 0.4550 0.9761 0.9842 0.9882 0.9862
10 200 0.1324 0.9678 0.9764 0.9847 0.9805
20 50 0.1005 0.9571 0.9700 0.9788 0.9740
5 3000 0.07 0.962 0.964 0.972 0.976

5.4 Segmentation Output
The training of the model is performed on a Tesla K80 GPU, compute 3.7, having 2496 CUDA

cores and 12 GB GDDR5 VRAM in Google Collaboratory. The total RAM is 11 GB. Fig. 4 depicts the
cloud training architecture of the model wherein some of the parameters are empirically chosen and the
activation function used is ‘ReLU’. Fig. 5 provides the sample segment outputs for the corresponding
input coronary angiograms. The images are inserted into the trained model and the output is the object
for the input coronary angiogram image. The core python modules are placed in a Drive account and
the Google Collaboratory is connected via Ocaml fuse socket. In this way, we make a line between
data, code and runtime. With the help of the online free GPU, the training time reduces by a factor of
80 as compared to a normal CPU. The model is likewise trained online and stored in drive. The dice
score achieved 94.



CMES, 2023, vol.136, no.1 251

Figure 4: Cloud training architecture of the model

Figure 5: Sample segmentation outputs for the corresponding input angiograms

Fig. 6 shows the performance analysis of the results obtained for the segmented output image.
From this graph, the parameters namely training loss, training accuracy, precision, recall and f-beta
score results are analyzed. The training loss decreases with the increasing steps per epoch and converges
after some point of time. The other parameters including training accuracy improved with increasing
steps per epoch with maximum accuracy of approximately 0.97. Also, the results for the different
settings are given in Table 4, which shows that setting A provides the best results. It can be since setting
A consists of the deepest architecture out of the three settings.

Figure 6: Performance analysis graph
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Table 4: Results for different settings

Setting Loss Accuracy

Setting A 0.455 0.976
Setting B 0.24 0.94
Setting C 0.17 0.94

6 Discussion

Though there is some declining trend of coronary artery disease in the developed nations due to
proper implication of lifestyle, measures, the extent of the disease is ever increasing in other parts of the
world. In India, the situation is particularly gloomy because this disease can be seen in much younger
age due to genetic problems. The incidence of CAD in young Indians is 12%–16%, which is higher
than any other ethnic group in the world [30–34]. It is really surprising that 25% of heart attacks in
India affect individuals less than 40 years of age. So, it is important that newer and novel technologies
combating the situation must be developed. Our current effort is to segregate and improve the coronary
angiogram images using the CNN model. We have highlighted that the proposed technique helps better
understand coronary anatomy and luminal stenosis. A similar exercise with a larger sample size will
further enhance this insight. The identified segmented regions of the images for the corresponding
input coronary angiograms are given in Fig. 7. The identified region is the thin region in the vessel
that is affected by the coronary artery disease resulting in the accumulation of fats making the blood
flow pass from a lesser available area. In our study, the proposed models have shown high-performance
detection in coronary vessels. Therefore, it has the potential to assist heart surgeons to understand the
profiling of coronary arteries blockage, especially from the 2D images.

Figure 7: Identified regions from the segmented images for the corresponding input angiograms

7 Conclusion

This paper proposes an approach for the segmentation of coronary angiogram images for
diagnosing CAD. Angiogram images comprise noise, so image processing techniques such as image
augmentation and noise removals methods have been utilized. Data augmentation has played an
essential role in achieving accurate segmentation results. The accuracy of the proposed model is 97.61%
for one of the settings used in the network architecture. The future work for this research includes
further enhancement of the output with a similar approach but with a larger dataset of angiography
images. Though the data augmentation helped achieve superior results, a larger dataset can further
enhance the output. Instead of 2D images, if we had considered 3D images of the angiogram, the
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value of the work would have been more. Incorporating the 2D images is a drawback of this proposed
work. Therefore, in future, we aim to consider the 3D images of coronary arteries to help create detailed
profiling of the blockage inside the angiograms so heart surgeons and cardiologists can make crucial
decisions. However, generating 3D images of the angiogram is challenging, and 3D images of coronary
arteries are not readily available. In future, we also would like to propose a 3D convolutional neural
network model for the same problem.
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