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ABSTRACT

Non-rigid registration of point clouds is still far from stable, especially for the largely deformed one. Sparse initial
correspondences are often adopted to facilitate the process. However, there are few studies on how to build them
automatically. Therefore, in this paper, we propose a robust method to compute such priors automatically, where
a global and local combined strategy is adopted. These priors in different degrees of deformation are obtained by
the locally geometrical-consistent point matches from the globally structural-consistent region correspondences.
To further utilize the matches, this paper also proposes a novel registration method based on the Coherent Point
Drift framework. This method takes both the spatial proximity and local structural consistency of the priors as
supervision of the registration process and thus obtains a robust alignment for clouds with significantly different
deformations. Qualitative and quantitative experiments demonstrate the advantages of the proposed method.
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1 Introduction

Non-rigid point cloud registration [1], which is the surface registration of multiple non-rigid
3D point clouds optimally together into a common coordinate system, is important for 3D vision
and graphics related areas, such as medical imaging, virtual reality and robotics. The widespread
usage of low-cost 3D scanning devices, such as Microsoft Kinect, further promotes it. Non-rigid
registration is more challenging than the registration of rigid surface clouds (rigid registration)
because it faces a much bigger solution space brought by its local deformations, especially when the
deformations between the clouds are large. This paper tries to overcome this difficulty with a novel
prior correspondences based solution.

As anill-posed problem, non-rigid point cloud registration often takes different prior assumptions
to obtain a robust solution [2-5]. Among them is the sparse initial-correspondence assumption [0],
which can impose strong constraints on the relationship between the clouds and thus greatly help the
registration. However, existing methods to obtain the prior correspondences are often either manually
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specified [6,7], or based on some locally direct [6,8,9] and indirect (transformational) [10,11] distance
measurements. Locally computing the initial correspondences is unstable for large deformation clouds,
considering that there are many points visually similar but from geometrically different object parts
(Fig. 1b).

(a) (b) (©) (d)

Figure 1: Demonstration of the proposed registration process. The initial matches (b) for registering
the source (red) to the target (blue) (a) are globally refined by region correspondences (c) and further
locally refined by the local isometric and structural consistencies (d) for the final registration (e). Note:
The matches inside each black rectangle are zoomed in on the right of their corresponding clouds for
a clear view

Therefore, a natural idea is to consider more global cues to filter out those inconsistent corre-
spondences whose matching points are from different object parts. Directly separating semantically
effective object parts is difficult because of the ambiguity in specifying their boundaries. However, the
structures of the object are generally kept across different deformations, especially for the articulated
objects (Fig. 1a). The structure associates closely with the appearance of body parts, no matter what the
deformations are. Therefore, the structure can be utilized as the global constraint to work around the
ambiguity of parts. Consequently, the effective idea is to match points only from the same regions by
just segmenting the clouds into different regions according to their global structures. This method can
drastically reduce the error matches across different regions (Fig. 1¢) and ensure the global consistency
of prior computation.

Further, a more effective local-matching strategy is proposed so that globally consistent matches
with strict local similarities can finally be taken as correct prior matches. Existing methods can be
summarized as based on spatial (e.g., the Euclidean distance) or transformational (e.g., the descriptor
similarity) proximity. However, these methods are good at slightly deformed regions and cannot cope
with the largely deformed local ones. Therefore, a novel combined strategy with two local metrics
(isometric consistency and structural consistency) are introduced to obtain the rich prior matches in
different clouds (Fig. 1d). Especially, for the largely deformed clouds, we explicitly estimate the local
structure similarity of the two putative correspondences with the Linear Embedding Technique (LLE)
[12], so that two points with similar local neighborhood relationships are considered as the correct
match.

The global and local combined strategy leads to sparse but strong prior correspondences for
further registration. The robust Coherent Point Drift (CPD) [13] framework is taken with two
additional constraints to better utilized the supervision of the priors: spatial proximity constraint and
locally structural consistency constraint. Thanks to the robust prior matches distributed all over the
point clouds, our method can obtain more stable results than previous methods [14,15] without such
supervised constraints (Fig. 1¢). Our work is also different from the previous prior correspondence
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based work, such as the Extended Coherent Point Drift (ECPD) [6], which cannot automatically build
the priors and thus take the supervised constraints as we do.

In addition, in comparison with the recent developments in deep neural networks based ideas
[16-19], our method belongs to the traditionally artificial feature based methods which is easier and
more stable to apply without a big training set and tedious parametric tuning.

Consequently, our contributions are the following:

e A novel global and local combined strategy to automatically estimate the robust prior matches
for large deformed cloud pairs. Globally, a structure guided global matches are first obtained, so
that correspondences not from the same regions are filtered out. Locally, a refinement strategy
combining isometric consistency and structural consistency is proposed, so that effective prior
correspondences with different degrees of deformation can be efficiently localized.

e Animproved CPD method with two additional supervised constraints from the estimated prior
correspondences. The spatial proximity and local structural consistency constraints impose the
spatial closeness and the local structure similarity of the priors, and their supervisions help make
the registration successfully converge for large deformed clouds.

2 Related Work

Generally, there are two types of registration, rigid and non-rigid. The former assumes a globally
consistent rigid transformation between two clouds with the latter allowing local deformations
between them. The non-rigid registration is more challenging than the rigid registration because it
deals with a much larger solution space brought by the extra deformations. The related work on non-
rigid point cloud registration is our main focus here. For more work on other work, such as the rigid
ones, please refer to [4,20]. Note that the geometrical deformation is perhaps the main cause of the
difficulty of non-rigid registration when compared with the rigid registration. This deformation is also
common in other areas, such as medical imaging [21], additive manufacturing [22] and even traffic
safety [23].

In the following, we will first show the general development of non-rigid registration and then
focus on the sparse prior correspondences related work. Note that there are also some studies on
building dense shape correspondences [24,25]. However, they do not consider the non-rigid registration
of the two point sets with suitable transformations as we do.

2.1 Non-Rigid Registration

Traditional methods can be roughly classified into three types [26]: Nearest-neighbor search,
probabilistic and physics based methods. The nearest-neighbor search based methods define a distance
error metric to optimize for either the deformation or displacement field. Probabilistic methods adopt
different probabilistic principles to softly assign the correspondences according to some probability
model. Physics based methods consider the registration as a nature and physical phenomenon.

Each type can be further classified with different standards, such as optimization technique [27],
displacement regularizer [13], probabilistic model [28], acceleration technique [29], and type of physical
law [30]. Most researches, as far as we know, are either nearest-neighbor search based [9,14,31] or
probabilistic based [32,33]. The former ones are generally the variants of the rigid registration oriented
Iterative Closest Point method (ICP) [34,35]. However, these ICP based studies are sensitive to outliers,
like their rigid counterparts.
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For the probabilistic based approaches, perhaps the most popular probabilistic method is the
Coherent Point Drift method (CPD) [13] which employs an EM algorithm with a motion coherence
based global regularization to optimize the GMM. It can fulfill superior accuracy and stability with
outliers and thus receive a lot of attentions with various improvements [20], such as incorporating
color information for registering colored point clouds [36], reformulating by a more general Bayesian
setting for a more unified and stable solution [37] and hybrid modeling of position and orientation
components of the point sets [3§], etc. Dai et al. [39] combined both ICP and CPD for a more stable
and accurate correspondences.

One of the interesting extension to CPD is the Extended CPD (ECPD) method [6] which embeds
prior matches for robust registration by adopting the constraint of distance errors of these prior
matches. Similar prior matches based methods [40] are also proposed. However, all these studies do not
elaborate on how to obtain the robust initial correspondences: They simply recruit previous methods
or heuristic ways to specify the correspondences directly.

Local smooth regularizers have also been widely adopted [2,14,15], where neighboring points
are assumed to share similar transformations. For example, Zhang et al. [2] extended CPD with
two features, the point-wise Euclidean distance and the local structure descriptor, to estimated the
reliable correspondence and local regularizer for local structural consistency during the transfor-
mation estimation. We, however, propose to incorporate the local smooth constraint from the prior
correspondences and thus fulfill a supervised local regularizer.

Recently, deep learning based methods also attract attentions [16—19,41]. For example, Shimada
et al. [19] predicted the displacement fields on a voxel grid by the Displacements on Voxels Networks
(DispVoxNets); Fenget al. [1 7] represented the non-rigid transformation with a combination of K rigid
transformations and, accordingly, proposed a GRU-based framework. However, deep learning studies
rely on large training datasets and may not obtain fine registration for different types of testing data.

2.2 Sparse Correspondences Computation

Existing methods for computing the prior correspondences can be roughly separate into three
types: Manual specification, direct similarity and indirect similarity. Manual method relies on user
specification [0] or an assistant input tool [7]. Apparently, the manual methods are inconvenient to
apply in practice.

Existing methods often resort directly to some spatial distance metrics. Some studies [8,42] used
geodesic distance by assuming the isometric property of deformed clouds. However, they assume (near)
isometric deformation and thus still cannot cope with the relatively large deformation in the real scene.
Recently, Dyke et al. [9] adopted an additional anisotropic geodesic measure [43] based on a new local
anisotropy metric to further prune the landmarks for globally consistent correspondences.

Some studies estimate the similarity of points with some description [0], transformation of them
[44] or a combined way [10]. However, these methods still focus on local properties of rigid objects and
thus also are unstable for deformed clouds.

Recently, Li et al. [11] registered the point sets by an EM-like algorithm with a clustering
projection between the cluster centers and all the points in the clusters. Similar method is proposed
by Lachinov et al. [45] where CPD is extended with the known correspondences between the known
clusters of different sets. However, the cluster correspondences can be difficult to obtain. In addition,
these methods are still local without considering the global structure. Our method builds a cluster
around each point of the global-consistent putative matches and uses the similarity of the local
structures between the peers to filter out wrong correspondences.
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2.3 Other Related Work

Global structure we consider has also been taken for registering articulated objects [46,47], where
essentially a piecewise rigid transformation model is used. They cannot process the large and whole
body deformations we considered. Similar methods are also proposed by Huang et al. [42]. We build
the region level correspondences automatically according to the global structure without the burden
of separating the rigid and non-rigid parts.

Recently, Kleiman et al. [48] computed the region correspondences using the estimated shape
graphs which facilitate the global similarity computation between regions without the affection of
its local geometrical details. We apply this idea to segment the clouds into different matching regions
for the global filter of incorrect correspondences.

3 Opverview of the Proposed Method

The proposed registration method (Fig. 2) consists of two main steps: Estimating the prior
correspondences and registering the clouds. In the first step, the prior correspondences are robustly
estimated through a global and local combined strategy. Globally, the region correspondences between
two clouds are computed first via the graph structures of the clouds and then refined to be global
matches. Locally, global matches are refined again by locally checking both the isometric and structural
consistencies and thus the robust prior matches in different deformations are obtained. In the second
step, the clouds are registered based the CPD framework, where supervised spatial proximity and
structural consistency constraints from the priors are additionally imposed. The details about the two
steps are presented as follows.

) 1 ) 1
| ; N | | R |
E Initialization [ G.lo‘ba'l > ‘]fotal‘ E E PI\K?‘]. > CPD. > EM . E
Input Y Estimation Refinement | |yt [ Constraint Modeling Optimization »

Output

Prior-Correspondence Estimation CPD Based Registration

Figure 2: The pipeline of the proposed method. The modules whose names are in red are the main
contributions

4 Automatic Establishment of Prior Correspondences

We first show how the initial putative matches are computed and then describe the global and
local combined prior estimation idea.

4.1 Initialization of the Putative Matches

The initial matches are created based on a feature signature of each point. The Heat Kernel
Signature (HKS) [49] is invariant under local deformations and can capture the intrinsic shape
geometry in an efficient and multi-scale way. Simply put, HKS is based on the heat diffusion on
Riemannian manifolds, which is defined with heat kernel, k,(x, y), representing the amount of heat
that is transferred from x to y in time t, given a unit heat source at x.

ke (x,9) =D €7, (x) 6, (1) (1)

i=0

where A; and ¢; are the i-th eigenvalue and eigenfunction of the Laplace-Beltrami operator V,
respectively.

V¢i = )"i¢i- (2)
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When used as a feature descriptor, HKS restricts the heat kernel only to the temporal domain,

ke (x,) = > el (x) (3)

HKS is stable against noise and topology changes to some degree and also insensitive to the order
of the eigenfunctions.

HKS can be adopted for multi-scale matching with the predefined time interval, which can be
explained as that the heat distributes to the surface by that interval. Consequently, it can be extended as
the feature descriptor of each point by sampling it into discrete function values according to different
times. If that, the comparison between two points x and x’, d(x, x'), can then be described as the
Euclidean distance between two HKS based feature descriptors,

I't

d(x,x) = Z (k,i (x,x) — k,, (x, x/))z, 4)

i=1
where 1,,, — T, is set to a constant.

In our method, the multi-scale signature of each point in both source and target clouds is
computed. Experimentally, we set the set the time interval to be 15, i.e., I, = 151in Eq. (4) and the
minimal and maximal times are set to 0.03 and 0.25, respectively.

Fig. 3 demonstrates the initial matches estimated by HKS. They are dense but some of them are
incorrect due to their matching points from different body regions. Therefore, it is necessary and
possible to first remove those matches using region correspondences.

(a) The cloud pair (b) The initial matches

Figure 3: The initial matches estimated by HKS. The source and target clouds are shown in red and
blue, respectively. Note: The matches inside the black rectangle of (b) are zoomed in on the right for a
clear view

4.2 Global Estimation of the Prior Correspondences

As shown in Fig. 3b, mismatched points often have similar local distributions but actually
can from different object parts. Generally, non-rigid objects have some unique global skeleton-like
structure controlling the surface deformations: Same surface regions will always associate with the
same structure parts, no matter what deformations the object may take. Therefore, the uniqueness
of object structure can be used to guide the segmentation of the two differently deformed object
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surfaces and help obtain the same spatial distribution of surface regions. Consequently, the regional
correspondences between the clouds can be built. Accordingly, putative matches with matching points
from different parts can then be removed if they are not from the matched regions.

We compute the region correspondences by the structure-based method [48] so that co-
segmentation of the cloud pairs is then applied to filter out wrong matches. It first jointly segments
the cloud pairs and constructs the shape graphs of them with the HKS based shape descriptor. Then
the corresponding regions are obtained by a two-step strategy that first computes the symmetric
correspondences between regions and then breaks the symmetries. The k-means clustering and the
Mapper graphs [50] are adopted for obtaining the segmentation and creating the shape graph, while
the subspace-based spectral matching [51] and heuristic method are used to compute the symmetric
correspondence and further one-to-one region correspondences, respectively.

Asshownin Fig. 44, the regions capture different local areas consistently across two clouds, thanks
to the similarities of the shape graphs (structures), with some object parts possibly having multiple
regions (such as the regions of the arm). These corresponding regions can be used to globally filter the
initial matches whose points are from different parts.

(a) (b)

Figure 4: Demonstration of estimating the global matches (b) from the initial matches for the two
clouds in Fig. 3a by the estimated region correspondences (a). Note: The matches inside the black
rectangle of (b) are zoomed in on the right for a clear view

Fig. 5 shows the idea of using the region correspondence to obtain the global matches. For the
initial matches (s, t,), (s,, %) and (s,, t3), only s, and ¢, are from the corresponding regions and thus
only (sy, 1,) is kept as a global match with the other two dropped. The same idea applies to the matches
of s, whose correct global match being (s, ;). This structure-guided global matching is important for
large deformed clouds of an articulated object (Fig. 4b). Global matches are then taken for further
local evaluation as discussed below.

4.3 Local Refinement to Obtain the Robust Sparse Prior Correspondences

Matches may be from the small or large deformed areas, which calls for different metrics to refine
them from different deformed parts, so that a rich and evenly distributed matches can be obtained.
For the small deformed areas, isometric consistency can be utilized to find matches, while for the large
deformed areas, the structural consistency is more relaxed and can be adopted. Consequently, we take
a combined local strategy where both the isometric and the structural consistencies are adopted.
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Figure 5: Principle of refining initial matches for global ones. Note: 1) Corresponding regions shown
in the same way as Fig. 4a; 2) lines representing the initial matches, with blue lines being the selected
global ones

4.3.1 Isometric Consistency Constraint

Correspondences in the small-deformed areas generally share the same geodesic distances and
thus isometric consistency can be used locally to filter out those significant from others. Here,
the spectral pruning [51,8] is taken to estimate the isometric similarities between correspondences.
The original pruning method builds a matrix L for all putative correspondences and takes its
largest eigenvector as a confidence value on consistency of each correspondence belonging to a
single consistent cluster. This can be extended as the similarity metric between correspondences for
eliminating the incorrect matches.

Assume two correspondences a = (s, t,) and b = (s;,¢,). The isometric consistency of a and b, ,,
measures the isometric agreement between the end-points of the two corresponding pairs by the ratio
of their geodesic distances d,(s;, s;) and d,(,, t,) as

_(d(si,5) d(t,1,)
l = g j g 5
' mm(dwm ) dg<sl-,s,->)’ )
lab Z Co, (6)

where ¢, (0 < ¢, < 1) is the lower bound for isometric consistency so that those correspondences with
smaller values are unrelated.

In addition, both points of the related correspondences must also fall into the local geodesic discs
around them. Assume the geodesic of 5, as G with § controlling the size of the disc. We obtain

s;€ G and t, € G, , (7)

Consequently, the consistency for « and b, L(a, b), can be computed as

w0 - if q # b, and both Eqs. (6) and (7) are satisfied,

L(a,b) = [ 1=c0 ? 3

0, otherwise.
which is also a confidence score of each correspondence a. Those with higher scores can then be chosen
as the correct matches for further refinement (FFig. 7a). The score is computed by the Markov principle
according to the diffusion method [52].

Isometric is good for small deformed areas but may fail for large deformed areas. Therefore,
a more relaxed filter is required so that matches with large deformations can be selected as priors.
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Here, we take the idea of LLE as the structural consistency measure, which is good at deformation
measurement to compute the similarities between two points by their neighbors.

4.3.2 Structural Consistency Constraint

This consistency requires to first build a local area for computing the local structure relationship,
which is fulfilled by first down sampling the source cloud and then taking each point as the center of
each local area. Consequently, structural consistency for all matches starting from this central point

is evaluated for finding the correct matches.
For a correspondence a = (s;, ¢,), the closest I', points surrounding each end within the radius r,
{s7},5, and {#} <, is computed first, where

lls; — s/l < rand ||t,— 1] <. )}

Then s; can be formulated as the weighted sum of its T, closest neighbors as

Te
s, = Z w,s?. (10)
q=1
where
e
W= (wl,wz,...,wrc)T s.t. qu: 1 (11)
q=1

is the affine coefficient vector consisting of the weights from each of the I, neighbors. Similarly, ¢, can
also be formulated as the affine vector weighted sum of its I', closest neighbors, with the weight vector
defined as

W= (wi,wh,. .., wh) " st Z wo=1. (12)
q=1

There is a problem with above T'.-closest neighboring points, i.e., they may not represent the
really closest I", points considering the spatial distribution of points without topological information.
Therefore, we propose to use the centers of the top-T", closest surrounding areas as the closest points.
Fig. 6 shows how to obtain the I, (I', = 2 in this example) surrounding areas for the center point s,.
First, the 10 closest points of s, is located as the initial cluster. Then, the 10 closest points for each
point in the initial cluster is located as the spreading cluster. The overlapped points between the initial
cluster and each spreading cluster are counted to show the closeness of (the center of ) each spreading
cluster to (the center, s,, of ) the initial cluster. Finally, those centers from the spreading clusters sharing
the maximal points with the initial cluster are chosen as the closest neighboring points (s, and s,) to
the center (s,).

Another problem is the formation of the weight vector. w (Eq. (11)) and w' (Eq. (12)) depict the
local geometrical properties surrounding the two matching points and, therefore, can represent them.
However, w and w’ of a true match may be quite different with different element orders caused by the
deformation, even though they may depicts the same set of closest points on the object. Therefore,
directly comparing their distances may not reflect the true similarity of them and lead to wrong
decision. However, the matched points should be close to each other. Therefore, a heuristic method is
adopted so that the close matches are taken as valid.
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Figure 6: Computation of the two nearest neighbors (s, and s,) for s,. The dashed circle shows the
closest points to the central point of the same color, while the point with multiple circles is one of the
10-closest points to the centers of those colors

In this method, one of the two vectors fixes while the other varies. The Euclidean distance of
the fixed vector to each permuted vector is computed and the smallest distance is finally obtained
among all permutations. Fig. 7b gives the matches obtained from Fig. 4b after applying the structural
consistency constaint.

4.3.3 Merging the Matches

After obtaining the matches according to both the isometric and structural consistencies, we
can merge them to obtain the final prior matches. However, the structural consistency is more loose
due to relaxed structure similarity for large deformation and thus may obtain more matches than
the isometric consistency, as shown in Figs. 7a and 7b. Consequently, it may include the wrong
matches. Therefore, when mixing the refined matches from both steps, the matches from the isometric
consistency retain higher priorities than those from the structural consistency, i.e., only the matches
obtained by the isometric consistency are kept with the same source, which are further refined by both
the isometric and the structural consistencies (Fig. 7¢).

(a) (b) ()

Figure 7: Demonstration of the local refinement process for prior matches from the global matches
shown in Fig. 4b. The final prior matches (c) are obtained by combing the matches refined by the
isometric consistency (a) and the structural consistency (b). Note: The matches inside each black
rectangle are zoomed in on the right of their corresponding clouds for a clear view

5 Registration with Supervised Local Smoothness Constraints from the Priors

The prior matches obtained with above idea can be used to supervise the CPD registration.
Assume two D-dimensional point sets Xy, = (X;,...,Xy)" and Y,,.p = (y1,...,¥u)". CPD models
their alignment as a probability density estimation problem where one point set represents the GMM
centroids Y,,,, with the other one being the data points X,,. The alignment can be obtained by
maximizing the GMM posterior probability for a given data point through forcing the GMM centroids
to move coherently as a group to preserve the topological structure of the point sets.
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5.1 The Energy Model

The energy model of our supervision based method consists of not only the traditionally whole
cloud similarity term (data term) and motion coherent term from CPD but also the additional
constraint brought by the prior correspondences.

E(Q, 02) = )"DED(Qa 02) + )"GEO(Qa 0—2) + )"pEp(Hz 0.2), (13)

where: 1) 6 and o* are two parameters to be estimated: the set of motion parameters and the equal
isotropic covariances of all GMM components; and 2) A, A, and A, are the coefficients for the three
energy terms respectively, namely data term, motion coherent term and prior constraint term.

We now discuss the three energy terms. The data term and motion coherent term are brought from
ECPD, and thus are reviewed first briefly.

5.2 Data Term and Motion Coherent Term
The overall process of the registration process in CPD can be formulated by the following energy
function:

M+1

E,(6,0%) = —ZlogZP(m)p(x,Am). (14)

where: 1) P(m) is the prior probability of the Gaussian component centering at m1; 2) p(x|m) is the
posterior density of a point x given. Formally,

1 M
PO =wr+( —w)%P(m)p(mm), (15)
where 0 < w < 1 and
Ix — R(yw O |I*
Here R(y;, 0) is a transformation applied to Y and defined as
R(Y,v) =Y +»(Y) (17)

The motion coherent term can be reformulated as
E,(0,0%) = |2V|7, (18)

where .Z is the high-pass filter to obtain the high frequency content for the regularization. The function
v to minimize must satisfy the Euler-Lagrange differential equation for all vectors z and be deduced
as

v(@ =D WGy, (19)

m=1
where: w,, = ﬁ Zflv:l P (m|x,) (X, — (Y, + v (¥,))) and G (s) = exp (—||§||2) which is kernel function
that approaches zero as ||s|| — oo.
Consequently, Eq. (17) can also be reformulated as
RY,W)=Y+GW (20)
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5.3 The Prior Constraint

Two aspects are considered for the supervision of the prior correspondences: spatial proximity and
neighboring structural consistency. The former can be formulated as the minimization of the point-
to-point distances of the correspondences, while the latter can be represented by the similarities of
transformations among the neighbors.

Spatial proximity The spatial proximity constraint is formulated as minimizing the point-to-point
distances in the set of the matching correspondences, N,

E (0.0%) = D IX,— (Y +Gk,) W) |, 1)
(/',k)eN[
where G(j, -) is the j—th row of G.

Structural consistency This constraint is similar to the idea of structural consistency for prior
estimation, i.e., points in the local area should keep the similar structures. Here, the constraint is
formulated by the weighted displacement differences between one correspondence and its nearest
neighbors. Assume the I', neighbors of x; of each prior correspondences in N, Ni. If taking the
correspondences from the source cloud as the constraint target, we obtain

E (0,0) = D IGGEIW =D a,G(g.) W (22)

(i)eNe qENI.“’
i

where @, is weight uniformly defined as -

The nearest neighbors in Eq. (22) only depends on one end of the match and we take the same
method as applying the structural consistency to select the robust neighbors.

Putting the space proximity and structural consistency constraints together, we can obtain the
following local prior constraint.
E,0,0%) = wE(6,0%) + .E. (0,07, (23)

where both u, and u. are the coefficients.

5.4 Optimization
The optimization follows the basic idea of CPD where EM is adopted for solve the complex
energy minimization problem. EM first guesses the values of parameters and uses the Bayes’ theorem
to compute a posterior probability distribution P*“(m|x,) of the mixture components (E-step). Then
it finds the new parameter values by minimizing the expectation of complete negative log-likelihood
function,
N M+l

0y = =SS P (mlx,) log (P (m) P (x,m)) @)

n=1 m=I

with respect to the new parameters (M-step). EM alternates between E- and M-steps until convergence.

The object function in Eq. (24) can be rewritten from the proposed energy model as follows:
0 (W.0%) = p0y (W,0%) + 2,0, (W,07) +4,E, (6,07).. (25)

0,(W,0% in Eq. (25) corresponds to the data term E, in Eq. (13),
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1 m M ) Np
QD (W’ 62) = ; Z ZP “ (m|Xn) ”Xn - (ym - G (m’ ) W)”2 + 3 IOgO’Z. (26)

n=1 m=1

0,(W,0?) in Eq. (25) corresponds to the motion coherent term E, in Eq. (13),

0,(W, 52 = tr(W' GW). 27)

Then, W and o can be estimated in each iteration by minimizing @ and thus computing the partial
derivatives of Q to them, respectively. For W,

10 _ 5L [d (P1) (Y + GW) — PX] = 2(A + B,W); (28)

oW o?

3% — 2GW = 2B,W; (29)

gfv _ O)Z 2G” (k. ) (X, — Y,) +2 U)Z G’ (k,) G (k,-) W = 2C + 2B,W. (30)

=2 X ((67G:) 6 (1.9)G (. (GG~ 6 () G (1,) W= 2BW. D
e

Combining Egs. (28)—(31) and setting :—;QV = 0, we can obtain

()\'DBI + )\'QBQ + )\'pl/LsBS + )\pMz?B4)W = _)"pl’LsC - )\'DA (32)

The motion field can be obtained according to Eq. (20) after solving aaTév =0.

For o2, similarly we can obtain the solution with Eq. (25) as

o’ = NLD (tr (X7d (P"1) X)) — 20r (PX)" (Y + GW)) + 11 (Y + GW)" d (P1) (Y + GW)) (33)

6 Experimental Results

In this section, both qualitative and quantitative experiments are presented based on the datasets:
SCAPE [53], MPI FAUST [54], where both can provide large deformation clouds with dense corre-
spondences. To accelerate the computation, we downsample each testing cloud to have around 3500
points. Ap, Ay, A,, iy and w, 1n Eq. (32) are set to 1, 100, 1, 0.0001 and 2,500,000, respectively.

Three methods are compared with ours in the experiment: CPD [13], GLTP [15] and DispVoxNets
[19]. CPD and GLTP are optimization based methods where GLTP combines CPD with an additional
local topology preservation constraint. DispVoxNets is a deep neural network based method which
regresses the displacements of source cloud directly.

6.1 Qualitative Results

Fig. 8 gives the estimated prior matches and registration results of four pairs computed by our
method. Our methods can successfully get robust prior matches and thus accurately register the clouds,
even though there are large deformations between the clouds.
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(a)

(©)

QY

Figure 8: Four registration results by our method. The clouds are colored in the same way as Fig. 1.
(a): The cloud pair to be registered; (b): estimated prior matches; and (c): the registration result

Fig. 9 shows the performance comparison among different methods. DispVoxNets and CPD have
apparent errors, while GTLP always associates some points for all the eight cloud pairs. However,
our method shows no mis-registraton artifacts. DispVoxNets relies on the training set and cannot
effectively process large deformations, while CPD only considers the global registration. GLTP takes
a global and local incorporated idea and thus obtains better results than DispVoxNets and CPD. Our
method adopts the similar merits of global-local collaboration in GLTP, but further incorporates the
robust prior matches for an effective supervision of the registration process. Thus, our method obtains
the best performances among the four methods.

6.2 Quantitative Results

The quantitative experiments are applied to 20 cloud pairs with different deformations (Fig. 10).
Indexed from 1 to 20, these clouds have different degrees of deformation with generally the higher
index representing the smaller deformation in arms and legs.
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(a) \é/
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Figure 9: Qualitative comparisons among different methods. The clouds are colored in the same way
as Fig. 1. (a): Cloud pair; (b) DispVoxNets; (¢) CPD; (d) GLTP; and (e) our method

ih | ¢

oooooo

Figure 10: The example cloud pairs used for quantitative experiments with their indexes shown below.
The clouds are colored in the same way as Fig. | and the degree of deformation lows gradually from
left to right

Fig. 11 shows the variation of matches according to different refinement stages. 27.33% matches
are removed after estimating the global matches. Then at most 2.37% of global matches (#17 pair)
are detected as valid after checking the isometric consistency and 5.87% (#8 pair) are valid after
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checking the structural consistency. Combining these valid matches by removing the duplicated ones
while keeping the corresponding isometrically consistent ones, we can obtain maximally 1728 matches
(for #3 pair) at last as prior correspondences for the 20 cloud pairs. Totally, only 4.27% and 5.87%
matches are kept as prior matches in comparison with the initial and global ones respectively, with
average 1,456.8 matches kept for each pair. This experiment shows effectiveness of our sparse prior
matching idea in reducing the wrong matches.

x 10*
| | | |

| |
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12 13 14 15

4 5 6 7 8 9 10 11
3

Number of matches

(a) The global refinement.
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Figure 11: Statistical comparisons of the varying matches after applying different refinement stages
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(b) The local refinement.



CMES, 2023, vol.136, no.2 1851

The overall sparsity of the prior matches can also be seen from Table 1. Generally, less than 5%
of the initial matches are finally utilized as priors which, however, greatly improve the registration
efficiency as the following performance statistics show.

Table 1: Ratios of the final matches to the initial matches

#Cloud 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
pair

Initial 32960 32960 33720 33780 33620 33620 34080 33470 33220 33450 34850 33440 33470 33320 33880 36260 36650 36520 36280 33190
matches

Final 1411 1776 1728 1767 1312 1471 1597 1654 1293 1270 1369 1217 1328 1292 1500 1778 1673 1311 1232 1158
matches

Ratio (%) 4.2809 5.3883 5.1246 5.2309 3.9024 4.3754 4.6860 4.9417 3.8922 3.7967 3.9283 3.6394 3.9677 3.8776 4.4274 4.9035 4.5648 3.5898 3.3958 3.4890

_ The registration performance are experimented based on two metrics. One is matching accuracy
A,, which is computed by the ratio of correct matches (C,,) among all detected matches (D,,),

C.

LN

m

34

ol

The other, average registration error E,, is computed by averaging the distances of the matching
set N,, after registration,

> i-x), (35)

(i)eNm

E =

Y —

where (x;,y,) € N,, represents one of its total S matches in the clouds. DispVoxNets is not considered
in this experiment because it cannot directly obtain the closest correspondence for each point.

Figs. 12a and 12b gave the statistical results of different methods. Here our method is transformed
into two versions for evaluating the importance of prior matches. One is our full method. The other
is our full method without taking the two constraints of the prior matches. It can be seen that the
accuracy increases and the mean error decreases as the deformation increases for all method. However,
our full method always obtains the highest accuracies and smallest average registration errors for all
cloud pairs among all methods. If comparing our full method with CPD, the average accuracies and
registration errors for all pairs are 17.34% and 22.42% for our method, while they are 9.13% and
25.34% respectively for CPD. On the other hand, our method without the prior constraint can be
barely better than CPD in matching accuracy and almost the worst among all methods in mean error.
This is in stark contrast with the performances of our full method, which shows the necessity of the
prior constraints for better performances.
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Figure 12: Statistical comparisons of different methods with 20 cloud pairs in different deformations.
Note: DispVoxNets is not considered because it cannot output the closest correspondence for each
point

7 Conclusions

This paper proposed a novel method to automatically extract the sparse prior matches from
global and local points. Globally, the region correspondences are created first to filter out matches
whose points are from different object regions and obtain the global matches. Locally, isometric and
structural consistencies are both considered to obtain rich prior matches in different deformations
from the global ones. Then, a new prior-match based non-registration method is proposed where
the prior correspondences are adopted into spatial proximity and neighboring structural consistency
constraints to supervise the optimization of CPD. Experimental results demonstrate the advantages
of the method.

Region matching is important for the extraction of local matches. However, our adopted region
matching method is general and thus may not fit well with specifically deformed objects, such as stretch
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deformed ones. This matching method may also fall when there are highly symmetrical and drastically
deformed clouds, such as human bodies rigged face to face. In the future, we will study more robust
region matching methods or try other types of region corresponding methods [55,56]. Our current
method is also slow without accelerating the optimization. We will take GPU and faster optimization
into consideration in the future work. In addition, our current work mainly focuses on the efficient
registration of clean clouds. It does not consider the noise which may ruin the proposed method. How
to cope with the noisy clouds is also one of our future directions.
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