{ Computer Modeling in _ .
)
¥ Engineering & Sciences <Te0h Science Press

DOI: 10.32604/cmes.2023.026791

ARTICLE Check for

updates

Identifying Industrial Control Equipment Based on Rule Matching and
Machine Learning

Yuhao Wang, Yuying Li, Yanbin Sun and Yu Jiang’

Cyberspace Institute of Advanced Technology (CIAT), Guangzhou University, Guangzhou, 510006, China
*Corresponding Author: Yu Jiang. Email: jiangyu@gzhu.edu.cn
Received: 26 September 2022 Accepted: 05 January 2023

ABSTRACT

To identify industrial control equipment is often a key step in network mapping, categorizing network resources,
and attack defense. For example, if vulnerable equipment or devices can be discovered in advance and the attack
path can be cut off, security threats can be effectively avoided and the stable operation of the Internet can be ensured.
The existing rule-matching method for equipment identification has limitations such as relying on experience and
low scalability. This paper proposes an industrial control device identification method based on PCA-Adaboost,
which integrates rule matching and machine learning. We first build a rule base from network data collection and
then use single and multi-protocol rule-matching methods to identify the type of industrial control devices. Finally,
we utilize PCA-Adaboost to identify unlabeled data. The experimental results show that the recognition rate of this
method is better than that of the traditional Nmap device recognition method and the device recognition accuracy
rate reaches 99%. The evaluation effect of the test data set is significantly enhanced.
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1 Introduction

Industrial control device identification technology refers to obtaining the corresponding device
type through device-specific feature fingerprint information, such as operating system, communication
port, communication protocol, etc. With the rapid development of intelligent devices, more and
more devices are developing towards networking. Using these networking devices makes our lives
more intelligent and convenient and promotes the development and progress of society. According to
Strategy Analytics [1], the number of connected smart devices will reach 38.6 billion by 2025.

However, since traditional devices were not designed with security considerations, they may face
great security threats after networking on the Internet. The 2017 “Report on the Security of Internet-
connected Smart Devices” [2] pointed out that the China National Vulnerability Database (CNVD)
included 2440 vulnerabilities in general Internet of Things (IOT) devices, involving Google, Cisco,
Huawei, etc., multiple manufacturers, and network cameras, gateways, firewalls, and other device types.
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At present, the identification of industrial control equipment has been applied to many fields of
security. In 2018, Du [3] clarified from an industrial perspective that the association of device iden-
tification with vulnerabilities for early warning has a positive effect on promoting the establishment
of a national-level threat perception and early warning platform. In 2020, Yang et al. [4] applied the
identification of industrial control equipment to the security management and monitoring of the local
area network and identified the types of devices connected to the local area network. If the devices
were vulnerable, they were added to the whitelist for monitoring. Therefore, it is of great significance
to study the identification of industrial control equipment for the field of network mapping, security
monitoring, threat perception and early warning.

Industrial control equipment identification methods are roughly divided into two categories. One
category is a relatively traditional method, which identifies industrial control equipment through
rule matching. The rule base is constructed by existing experience or expert knowledge, and the
industrial control equipment information is matched with the rule base to obtain the equipment
type corresponding to the data. The other category is device identification through machine learning
methods, by modelling the device data set, training the data through the machine learning model, and
iteratively updating the data to obtain an industrial control equipment identification model.

The method based on rule matching is easy to understand, easy to operate, and fast to identify.
However, the method based solely on rule matching has certain limitations. The recognition effect is
related to the quality of the rule base, and the matching rules are limited by experience. Moreover, the
recognition methods ignore the differences and connections between fields and have no autonomous
learning and adaptability [5]. Rule-based methods are also used to identify honeypots in industrial
Cyber—Physical Systems [6]. Due to the lack of scalability and adaptability, the rule base cannot
be automatically updated with increased industrial control equipment. The new equipment data is
unknown to the rule matching system, and the corresponding rules cannot be matched.

The method of rule matching cannot complete the identification of all industrial control
equipment. The parts that cannot be identified by rule matching can only rely on other methods,
such as machine learning. Song et al. [7] proposed to take the flow characteristics as device
features and used the two-stage multi-class support vector machine classifier, which combined a
two-stage multi-classification model and support vector machine (SVM) model, to identify the device.
Sathyanarayan et al. [8] used a classifier based on a neural network algorithm to identify the device and
get the device type. Cao et al. [9] used the cosine distance as the distance similarity, used the k-means
clustering algorithm to divide the data, and pointed out that if the labeled samples are added before the
model training, and the corresponding clusters are tagged after the clustering, the recognition effect
will be better. Feng et al. [10] collected the product description related to the corresponding data of
the device application layer from the network resources. Finally, they obtained the device description
with the highest correlation degree with the feature through the association algorithm so as to achieve
the purpose of identifying the device.

In addition, there are many network device search engines today, and these tools can help users
to complete the detection, sniffing, and identification of target devices. The most popular device
identification tools include Nmap [1 1], Shodan [12], ZoomEye [13], etc. These tools can help attackers
to complete sniffing and scanning of the target device. However, at the same time, they can also help
researchers to conduct network research on the identification of industrial control equipment. Nmap
[11]1s a popular network detection scanner, and its power lies in its simplicity, flexibility, open source,
and portability [14].
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In this paper, a method for identifying industrial control equipment based on rule matching
and machine learning is designed. It is mainly divided into two parts. The first part is the device
identification based on rule matching, which stores the device data that can be directly and indirectly
recognized by Nmap according to the formatted rules, and builds a rule base for the data that Nmap
cannot recognize by collecting network data; According to the single and multi-protocol rule matching
method, the corresponding final type of the device data is obtained. The second part is machine
learning based device recognition. Data preprocessing is performed on the device identification results
matched by the rules. Then, the device identification effects of the COP-k-means [1 5] algorithm and the
constrained seed k-means algorithm are compared and analyzed according to the evaluation criteria
of precision rate, recall rate, and F1 value. The best classifier is selected as the single classification
device. Finally, the recognition results of multiple single classifiers are used through ensemble learning
Adaboost and Bagging to obtain the final device type result, find the best strategy for aggregating
multiple single-classifier models according to the evaluation criteria, and obtain a multi-classifier
suitable for industrial control equipment identification applications.

The contributions of this work are as follows:

1. We propose a method based on network data collection and single- and multi-protocol rule
matching and fusion, build a rule base, and then match the device data with the rule base to
obtain the results of industrial control equipment types. It is verified by experiments that the
combination of automated data collection and rule matching can significantly improve the
recognition rate of industrial control equipment.

2. We preprocess the data set successfully identified by rule matching to obtain the input data
set of the ensemble learning training model. Experiments show that compared with other
algorithms, using the principal component analysis (PCA) method and the integrated learning
fusion method to identify industrial control equipment, the identification effect is significantly
increased.

The remainder of the article is structured as follows. Related work is discussed in Section 2. In
Section 3, the rule-matching-based device identification method is introduced in detail. In Section 4,
the device recognition method based on ensemble learning is introduced. In Section 5, the experimental
results and analysis are mainly introduced. Finally, the conclusion is given in Section 6.

2 Related Works

The method based on rule matching is easy to understand, easy to operate, and fast to identify.
The main researches on industrial control equipment identification based on rule matching include:
In 2013, Karthik et al. [16] implemented the intelligence gathering tool W3Scrape, which realized the
identification of Web server, operating system, and content management system (CMS) applications
through regular expression and rule matching; In 2016, Huséak et al. [17] matched the Web server
information of the target device with the rule base and selected the result with the highest confidence
as the final version and type of the target device according to the matching degree. However, the
method based solely on rule matching has certain limitations. The identification method based on rule
matching is relatively simple. The identification effect is related to the quality and quantity of the rule
base. The matching rules are limited by experience, and the rule matching ignores the differences and
connections between fields, and there is no self-learning and adaptability [5]. Aiming at the problem
of single data and dependence on experience in the device identification rule matching method, this
study proposes a device identification method that combines Network Data Collection (NDC) and rule
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matching and constructs rules through network data collection. Based on the collected data, the focus
is on constructing the rule base so that the rule-based method can identify more devices. Unidentified
devices are further identified using machine learning methods.

The process of device identification based on machine learning includes two parts: data prepro-
cessing and device identification.

2.1 Data Preprocessing

In the process of data preprocessing of the device data set, the extracted feature set is very
important. Early studies are all using a single device fingerprint to identify the device, which can only
use a unique deterministic feature to identify the type of device [18]. Due to the device characteristics
being too simple, the device identification information is easy to be embezzled. Xiao et al. [19] set up
an intelligent terminal feature set of the Internet of things in view of this phenomenon and used multi-
dimensional comprehensive information for device identification. In this stage, we need to collect the
relevant feature set of device identification in as many aspects as possible. Only in this way can we get
a better device recognition effect.

Wu et al. [20] sent 15 kinds of abnormal hypertext transfer protocol (HTTP) requests to different
Web servers, obtained the corresponding status codes of each malformed request, and then classified
the Web server through the status code. The effect is better, but if the collection frequency is too high,
this method of obtaining characteristic information by sending abnormal traffic will affect the normal
operation of the target device.

The Modscan [21] tool for supervisory control and data acquisition (SCADA) and the PLCscan
22] tool for discovering Siemens programmable logic controller (PLC) devices are used to identify
the device through the Banner information of selecting proprietary protocols. But this kind of
characteristic information is easy to be modified and impersonated by attackers. On the other hand, the
device behavior feature method [23] uses the time dimension information to extract the characteristics
of the data packets sent by the device over a period of time, which is constantly changing and is not
easy to be forged.

2.2 Device Identification

After processing and analyzing the data to get the feature set related to device recognition, it is
necessary to classify and identify the feature set. In the process of device identification, through the
classification method of machine learning, the sample data set is used to train the training model, and
finally get the device type, version and other information. Machine learning methods can be divided
into:

1. Supervised device recognition algorithm: the recognition model requires a lot of tagged data.

2. Unsupervised device recognition algorithm: the recognition model does not need to label data
samples and models the data directly, but due to the lack of learning samples, the recognition
effect is not very good.

3. Semi-supervised device recognition algorithm: the recognition model is trained by tagged data
to identify untagged data. In previous studies, semi-supervised classification algorithm has the
best recognition effect.

We use the Nmap tool to detect industrial control equipment, and different protocols have
different detection scripts. The response data of the detection device according to the data format
is shown in Fig. I. Among them, app service corresponds to the SERVICE field in the Nmap
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probe response data, and appservice_ver corresponds to the VERSION field in the Nmap probe
response data.

"nse script data": {
" script name ":
Field Name 1: field value
Field Name 2: field value

Field Name n: field value "

1

protocol: " protocol ",

ip:" IP address ",

appservice_ver:" Device application ",
port:" The port number ",

appservice:" Protocol service "

}

Figure 1: Data format of probe results

3 Device Identification Based on Rule Matching

This section describes the rule-matching part used for the identification method of industrial
control equipment. Aiming at the problems of dispersion and dependence of the Nmap device
identification method, we propose a fusion method of network data collection and rule matching.
Fig. 2 shows an overview of the proposed method, including four basic modules, namely, device data

classification, network data collection, single and multi-protocol matching, and device information
storage.

Device data
classification Rules information storage
= Device id
Nmap direct
Identified data
keyword Keyword keyword Keyword
Nmap indirect *  name | Name 1 Field e name n Name n Field
Identified data Suppl y Value Value
information .

Nmap cannot Devicklype
Identified data

Network data

" Eypction Single and multi-protocol
Field extraction rule match
Data collection

Figure 2: Rule matching process

3.1 Device Data Classification

The source of the data set is the device data set detected by Nmap. The data set can be divided
into three categories: data directly recognized by Nmap, data indirectly recognized by Nmap, and data
not recognized by Nmap. Different datasets will be processed differently.

(1) Data directly identified by Nmap. The appservice_ver field can unambiguously indicate the type
of data the device belongs to. For example, through the appservice field, it can be determined that the
protocol type of port 23 of the target device is TELNET, and through the appservice_ver field, it can be
determined that the target device manufacturer is Moxa, and the device type is the industrial control
device type Serial to Ethernet telnetd serial port server.
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(2) Data indirectly identified by Nmap. Although the appservice_ver field does not explicitly
indicate the data of the device type, the device type corresponding to the data can be obtained indirectly
through the auxiliary information. For example, although appservice_ver does not clearly indicate
which device type it belongs to, we can identify and enumerate Schneider Electric’s PLC devices
according to the auxiliary information: modicon-info.nse. Therefore, it can be considered that the
target device belongs to the Schneider PLC device.

(3) Data not be recognized by Nmap. According to the appservice_ver field and the auxiliary
information, it is impossible to determine the type of data that the device belongs to.

3.2 Network Data Collection (NDC) Module

Industrial control equipment is complex and changeable, and the protocol response data is more
and more diversity. For data that cannot be identified by Nmap, i.e., cannot be identified through
empirical knowledge, it will increase the difficulty of identification by relying only on manual search
to complete device identification through keyword rule matching. Therefore, this paper proposes a
method of network data collection to construct a rule base. Data processing is first performed to
extract key fields, and then a rule base is constructed by means of network data collection. Finally, the
device type is obtained by matching the device data with the rule base.

3.2.1 Key Field Selection

The NDC-Rule Matching method is used to reduce the complexity of the work and improve effi-
ciency. Key field selection refers to the process of filtering out features related to device identification,
which are mainly divided into three types: Field Naming Rules, Protocol Specific Field, and Protocol
Common Field

(1) Field Naming Rules. The S7 protocol is the communication protocol used by Siemens PCL
devices. There are naming rules for the fields of Siemens PLC devices, such as product model and
CPU model. Taking 6ES7221-2BD23-0XA0 as an example, the naming convention of Siemens PLC
product model is shown in Table 1.

Table 1: Siemens PLC product model Naming Rules

Siemens PLC model field Meaning

6ES Automation System Series

7 7: S7 Series, 5: S5 Series

2 2: 200 Series, 3: 300 Series, 4: 400 Series

2 1: CPU, 2: DI/DO, 3: A/AO, 4: Communication module,
5: Functional module

1 1: Input, 2: Output, 3: Input and output (for digital quantities),
4: Input and output (for analog)

2BD Input/output voltage level, type, count etc. This is more, it is better
to check the sample

23 Version, basically universal if the last digit is different

0XA0 Origin, 0XA0: Made in Germany, 0XAS8: Made in China
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In addition, there are naming rules for the models of various devices, such as Omron PLC, and
they are different from each other. Therefore, the naming rules of key fields such as model and CPU
can also be used as device identification fields.

(2) Protocol Specific Field. Each protocol is composed of three parts, including syntax, semantics,
and timing. The syntax specifies how the request, response and action are to be completed by both sides
of the communication equipment; the semantics specify what response and action are to be completed
between the communication equipment; and the time sequence specifies the communication order
between the two sides of the communication equipment.

Convert the text to JSON format for the original data set, extracting different fields for different
protocols. Some of the field extraction values for the HTTP protocol are shown in Table 2.

Table 2: Some field values of http protocol

Status code  Service Transfer Application Domain Charset Script
protocol

200 OK HTTP TCP Apache bdvsh.com ASCII

200 OK HTTP TCP nginx gotoxh.com  UTF-8 text/javascript
200 OK HTTP TCP nginx sfltjx.com UTF-8 text/javascript
200 OK HTTP TCP Microsoft-IIS ~ hnhxtc.com  UTF-8 text/javascript
200 OK HTTP TCP Apache sfjy.com gb2312 text/javascript
200 OK HTTP TCP nginx gdmx.gov.en  UTF-8 text/javascript
200 OK HTTP TCP Microsoft-IIS ~ hd.gov.cn UTF-8 text/javascript
200 OK HTTP TCP Apache bdvsh.com ASCII

HTTP is a generic protocol, and there are private protocols in device data, as in the case of S7,
whose extraction fields are shown in Table 3.

Table 3: Some field values of the S7 protocol

Moudle Basic hardware Version Serial number

6FC5 317-2FK14-0AB0 6FC5 317-2FK 14-0AB0 3.2.14 ST-KN6062340
6ES7 510-1DJ01-0ABO 6ES7 510-1DJ01-0ABO 1.8.4 SC-HOAES53872016
6ES7 313-6CG04-0AB0 6ES7 313-6CG04-0AB0 3.3.11 SQ-F4U057962015
6ES7 510-1DJ01-0ABO 6ES7 510-1DJ01-0ABO 2.52 SC-JORB15302017
6ES7 315-2EH14-0AB0 6ES7 315-2EH14-0AB0O 3.1.1 SC-A8W414622010
6ES7 151-8AB01-0AB0O 6ES7 151-8AB01-0AB0O 3.2.14 SC-K8MR 86532018
6ES7 317-2EK 14-0AB0 6ES7 317-2EK14-0AB0 3.2.3 SC-B2V457212011
6ES7 151-8AB01-0AB0O 6ES7 151-8AB01-0AB0 3.2.7 SC-CDUC63862012

(3) Protocol Common Field. Common fields, such as vendor fields, also need to be extracted

between multiple protocols.


https://www.bdvsh.com
https://www.gotoxh.com
https://www.sfltjx.com
https://www.hnhxtc.com
https://www.sfjy.com
https://www.gdmx.gov.cn
https://www.hd.gov.cn
https://www.bdvsh.com

584 CMES, 2023, vol.137, no.1

3.2.2 Rules Mining

Network data collection (NDC) refers to the use of key fields of device data to automatically
collect information in the network according to the set rules and policies and to process and analyze
the obtained information to obtain the type of industrial control equipment. Network data collection
is more powerful and flexible in device type data analysis. The process of network data collection is
shown in Algorithm 1. The outermost loop lines 1 to 16 traverse the URLs in queue U, line 2 represents
initializing the R queue; Inner loop lines 3 to 15 traverse the device key field value f;; lines 4 to 14 repeat
as follows: Take out the key field f; and send it to the URL in the R queue to get the Response; If there
is a device type in the URL’s Response, breaking the loop of the key field; If there is a new URL in
the Response, adding the new URL to the R queue; Until there are no waiting URLSs in the R queue.

3.3 Single and Multi-Protocol Matching Modules

Aiming at solving the problem of strong dispersion of Nmap device identification, because Nmap
performs rule matching and identification for the data of each protocol of the target device in the
identification process, it does not consider the relationship between different protocols of the same
device. In this section, the single-protocol rule-matching method is used for device identification
for industrial control equipment. For non-industrial control equipment, the multi-protocol rule
matching method is used for device identification. The fusion, comparison, and analysis of different
communication protocol information of the same target device can better identify industrial control
equipment and improve the recognition rate of The fusion, comparison, and analysis of different
communication protocol information of the same target device can better identify industrial control
equipment and improve the recognition rate of industrial control equipment.

Algorithm 1: Network data collection algorithms

Input: Device D; field value F = {f,.f,,....f,}; URL queuel U = {u,,u,,...,u,}; URL queue2
R=0o

Output: Device D; corresponds to the device type

1. for each URL link #; in the URL queueU do

2. initialization R;

3. for each field f; in field set F do

4, repeat:

5. Send request data containing the value of f; to a URL in R;
6. Get the response data Response of the URL;
7. if type in Response:

8. break;

9. end if

10. if newurl in Response:

11. newurl is added to the R queue;

12. continue;

13. end if

14. until no waiting URL in R

15. end for

16. end for

The industrial control equipment protocol adopts the single-protocol matching rule matching
method. Because the real industrial control equipment feature information is based on hardware and
cannot access the source code, it is difficult for the administrator to modify the fields of the industrial
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control equipment communication protocol. In addition, the industrial control scenario has extremely
high requirements for industrial control equipment. The industrial control equipment host will not
deploy other services on other ports. Otherwise, the high efficiency of the industrial control equipment
will be reduced. Therefore, when there is an industrial control device communication protocol, the
result of the industrial control device communication protocol is used as the final device identification
result, and the non-industrial control protocol adopts a multi-protocol rule matching method.

3.4 Device Information Storage Module

The data stored in the rule base includes the basic information of the equipment, as well as the
equipment manufacturer, type, and series information. The construction of the rule base can improve
the recognition speed of industrial control equipment, which is conducive to further improvement
and research of the rule matching module. The library will be updated, avoiding the problem that the
existing identification rules are fixed, the adaptability is low, and it is difficult to adjust dynamically
according to different needs.

The rules for building the rule base in this section are shown in Table 4. The key name is the name
of the device communication protocol, and the Key Field I field value is the set of fields contained in
the I communication protocol. The device type is the result of rule matching for device identification
of industrial control equipment data.

Table 4: Rule base construction structure
Name Field

Keyword rule base Device id
Keyword name 1
Keyword name 1 field list

Keyword name i
Keyword name i field list

Keyword name n
Keyword name # field list
Device type

The initial rule base is first constructed with the value of the data field recognized by Nmap and
the corresponding device type, then the key field is extracted from the device data, and the keyword
data is matched with the rule base. If the rule base contains the corresponding rule of data, the device
type will be returned; Otherwise, the network data will be collected, adds the field name, field value,
and corresponding networking device type to the rule library.

The rule base built from network data collection makes up for the lack of the researchers’ limited
experience, and the rule base can be updated continuously by the method of data collection, which
makes the rule base expand continuously, with the increasing trend of device networking, it is also
expanding and updating, which makes up for the dispersion and dependence of Nmap tools.
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4 Device Identification Based on Ensemble Learning

This section introduces the machine learning part used for industrial control equipment identifi-
cation methods. Due to the lack of public data sets in the existing machine learning-based industrial
control equipment identification methods, to overcome this deficiency, the data sets successfully
identified by rule matching are used as labeled data sets for machine learning model training. To
achieve a better network device identification effect, this section presents a fusion method of principal
component analysis (PCA) and ensemble learning for network device identification. The framework
is shown in Fig. 3. Fig. 3 is mainly composed of three parts, the first part is data preprocessing, the
second part is single classifier construction, and the third part is ensemble learning. Each part will be
elaborated in Sections 4.1-4.3, respectively.

Single classifier
constructor
Features, sample -
Data preprocessing | Data cleaning randomness |COP-Kmeans| |Constramt seed k-means
[Multiple single classiﬁersl E ble learning
Feature dimensionality raduction|- : |Adahoosl algnrilhml | Bagging algorithm |

4"Choose the best medell —F{ forecast resulll

Figure 3: Industrial control equipment identification framework based on PCA-integrated learning
fusion strategy

4.1 Data Preprocessing

Due to different input data types and models, the data that is successfully identified by rule
matching cannot be directly used as training data for the machine model. In the preprocessing process,
data cleaning is used to select feature fields that are more relevant to the type of equipment from the
data set to improve the accuracy of subsequent model training and reduce the time to obtain the
optimal solution, and then convert the data through the one-hot encoding method, and finally reduce
the dimension of sample data through principal component analysis. Relevant fields refer to some
field values, such as device brand, version, model, etc., which may lead to differences due to the lack
of specific specifications for different types of terminal devices.

4.1.1 Data Cleaning

The type of data set obtained through rule matching is not standardized, so we need to clean the
data to eliminate erroneous, redundant noise data or useless, low-contribution variable values in the
data, reduce the identification difficulty of the algorithm, and improve the accuracy of the model. The
steps of data cleaning are as follows:

(1) Consistency Check

The consistency check checks whether the data is reasonable based on the semantic information
and value range of each field. For example, in a computer network, the value range of the port field is
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0-65535. If there is data that is not within the normal value range, it is considered abnormal data and
needs to be deleted.

For semantic problems: remove meaningless information such as spaces and punctuation in field
values; The upper and lower case are unified, for example, Printer and printer belong to the printer
type, and are named Printer uniformly; The naming method is unified, for example, General Electric
and GE belong to the description of General Electric Company.

(2) Remove Duplicate String Data for a Single Field

Single field data has two aspects. On the one hand, it means that the value of a field in the data
set is fixed and does not change, and it does not contribute to the identification of industrial control
equipment. This variable should be removed directly. On the other hand, it means that the value of a
certain position in a variable data is single, as shown in Table 5. They are the original value and the
modified value of some fields in the industrial control equipment data. Among them, 31C, 314V3,
3135BG04 and other mixed type data will be converted to numerical types in Section 4.1.2.

Table 5: The results of removing duplicate values in some fields of the dataset

Field name Original value Keep value

CPU CPU312 312
CPU313C 313C
CPU314 314
CPU314V3 314V3
CPU315DP 315DP
CPU318 318

Model_Name 6ES73135BG040AB0 3135BG04
6ES73136CF030ABO0 3136CF03
6ES73146BG030AB0 3146BG03
6ES73146CGO030AB0O 3146CGO03
6ES75121DK010ABO0 5121DKO01

(3) Remove Variables with Low Variance

In addition to the fact that a single quantity does not contribute to the identification of industrial
control equipment, if the variance of the variable is low, the contribution to the identification
of industrial control equipment will also be low. By setting the minimum variance threshold, the
variables with variance D (x) greater than the threshold are filtered out. The threshold of this paper is
0.8 % (1 — 0.8). When the variance of a variable is less than the threshold, the data representing 80% of
the variable is the same. Eq. (1) is the variance formula.

n )2
D= 2= (M
n

In Eq. (1), the variable is x, x; represents the first value of variable x, X is the average value of
variable x, and n is the number of samples in x, D(x) represents the variance of variable x, and the
smaller variance. it shows that the smaller the sample change, the lower the contribution degree to the
equipment classification model.
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4.1.2 Data Conversion

Data conversion converts the data of industrial control equipment into data suitable for machine
learning models, but only converts the representation, but the data before and after conversion are still
consistent in meaning without changing the semantics. In the process of industrial control equipment
identification, because the data types of the data set are relatively chaotic and cannot meet the data
input requirements of the machine learning model, data conversion is very important for the research
of equipment identification. Most machine learning algorithms only support numeric types, so data
conversion is required to convert alphanumeric variables into numeric variables.

(1) Type Conversion

One-Hot Encoding can be used for unordered variables. The N field values in a certain field
are encoded by using N-dimensional data values. In the encoded value, there is only one dimension
in which the number is 1, and the others are 0. The advantage of one-hot encoding is that it can
convert unnecessary variables to numeric types, is simple and easy to implement, and can expand the
data dimension [24]. The one-hot encoding method is used to make the feature values without any
relationship mutually exclusive, which makes the distance between features more reasonable.

For ordered variables, if the one-hot encoding method is used, the original value information will
be lost, and the Label Encoder method can be used for conversion. For each variable field value, a
code between 0 and N is assigned, and N is the network backup. The total number of variable fields.

(2) Property Construction

In the process of realizing the industrial control equipment identification method, attribute
construction is used to create new attribute fields from the existing fields of the original data set so
that the data is more complete, the information is easier to mine and the identification results of the
industrial control equipment are more accurate.

Build new attribute fields as label data for training and testing of machine learning methods. The
label attribute field added in this article is the type of industrial control device, that is, the result of the
device identification method.

Character data can be converted to numeric types according to the above type conversion method,
but for complex mixed data, data conversion needs to be performed according to the method of
attribute construction. The new attribute construction for the mixed data can ensure the integrity
of the data without losing the valuable information of the data and can also ensure the accuracy of
the training results of the device identification method.

4.1.3 Feature Dimensionality Reduction

After the original data set is cleaned and transformed, the feature dimension is too large, which
will lead to overfitting of the data, which increases the computational difficulty and time in the
classification process. This paper uses principal component analysis to map high-dimensional sample
data into low-dimensional space.

PCA [25] is one of the most commonly used methods for feature linear dimensionality reduction.
In order to retain more data information contained in the original features, PCA maps high-
dimensional data to low-dimensional space through a certain mapping, and the variance between the
data after dimensionality reduction is as large as possible. The PCA algorithm is described as follows:
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(1) Sample Data Centralization

The sample set is recorded as D and contains data from n networked devices, known as

D = {X,X,,...,X,}, where each device contains m characteristic attributes, known as X, =
(X, Xo, ..., X}, that centralize the data in the sample set.
z)il Xjj
Vi =X — ——— (2
m

In Eq. (2), where x; is the value of the j column in row i of the original sample data, m is the
number of the j dimension data, the new data matrix Y is obtained after the central processing of the
original matrix, the value of the j column in row i of the Y is y;.

(2) Calculate the Covariance, the Covariance Matrix
The covariance represents the correlation between the two variables, and the formula is Eq. (3).
SrX - X)(Y, - )

cov(X,Y) =" - (3)

The covariance matrix formula is Eq. (4).
1

C=_v'Y 4)

Y is the sample data matrix and Y7 is the transpose of the sample data matrix. That is, the rows
and columns of matrix Y are transposed to each other.

(3) The Lagrange Multiplier Cannot Be Solved

The objective of PCA is to make the variance and maximum distance to the center projected by
all data points of the sample in a certain direction:

m Sz

J = — =V 5
Z — (5)
Lagrangian, introducing parameter A, the formula is Eq. (6).

Fv) =vOv" — A1 —wh) (6)
The solution:

O =" (7
(4) Eigenvalue Decomposition and Generate Reduced-Dimension Data
The characteristic value A = [A,A,,...,4,] of C in formula (4), and the characteristic vector

corresponding W = [W,, W,, ..., W,]" to the characteristic value.

G=WwYy" ®)

4.2 Single Classifier Construction

Since the k value of the k-means clustering method is difficult to determine, and because it is
unsupervised training, the training model has no samples to learn, resulting in a low accuracy rate.
This part uses COP-k-means and constrained seed k-means algorithm for device identification. The
COP-k-means algorithm and the constraint seed k-means are compared and analyzed through the
evaluation criteria of precision rate, recall rate and F1 value, and the optimal algorithm is selected as
the single-classifier model, and iteratively runs to obtain k single classifiers as the input of the next part.
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4.2.1 Feature Sample Random Sampling

In the ensemble algorithm, multiple different classifiers need to be constructed, and each classifier
needs a different training data set. This section proposes the method of random selection of features
and random samples to construct multiple classifiers. The randomness of samples means that each
classifier adopts the random sampling method with replacement to select samples. There is no need to
manually split the training set and the test set. Some samples will be selected multiple times, and some
samples will never be selected. Assuming that the sample set is , the formula for the probability that
each sample is selected at least once as shown in formula (9).

1 n
1 — lim (1 - —) 9)
n—oo n

Tibshirani et al. [26] pointed out that when 7 approaches infinity, about two-thirds of the sample
will be selected, and the unselected sample data will be tested, making full use of all the sample data.

4.2.2 Semi-Supervised Clustering

Clustering k-means algorithm is the most commonly used algorithm in the classification algo-
rithm, has certain advantages, simple and efficient, can deal with a large number of data, and can be
used to clean up noise data, to achieve a better recognition effect. But the selection of k& value has
a great influence on the clustering effect, and because the k-means clustering algorithm belongs to
unsupervised training, the training model has no samples to learn, which leads to low accuracy.

By using semi-supervised k-means clustering algorithm to identify and classify the device types of
networked device data, the k-means algorithm can avoid the randomicity of the initialization center
and the defect of the local optimal solution, and improve the effect of single classifier. Therefore, this
paper uses semi-supervised k-means clustering algorithm as the base classifier algorithm.

4.3 Ensemble Learning

The ensemble learning [27] classification algorithm needs to construct multiple different single
classifiers for learning. In this study, feature attributes and sample data differences are used to ensure
that the trained single classifiers are different. The multiple classifiers obtained in the previous section
are combined by ensemble learning the fusion strategy of Adaboost and Bagging. The two fusion
strategies are analyzed through the evaluation criteria, and the optimal k value of the Adaboost
algorithm and Bagging algorithm is obtained. The two algorithms are compared and analyzed in the
case of the optimal &k value, and the optimal method is obtained. The optimal results are obtained by
identifying the test data by the optimal method.

Sample variability refers to the random sampling method described in the previous section.
Assuming that the ensemble learning classification algorithm needs to construct & base classifiers,
each classifier adopts the method of replacement sampling to randomly select a sample subset for
training, and obtain k different base classifiers. Feature difference means that in the process of
constructing multiple classifiers, the feature attributes selected by each base classifier are different, and
each base classifier randomly selects the feature attributes by sampling without replacement. Bias is
the difference between the training model’s prediction of the input data and the actual result. Variance
refers to the distribution of the predicted value of the training model for the input data. The larger the
variance, the greater the impact of the training model on data changes.

The introduction of two differences makes the different base classifiers full of diversity and
avoids the overfitting problem of the base classifier due to too small training error and too low
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generalization ability. The ensemble learning and fusion strategy make decisions by combining the
results of multiple single classifiers, thereby reducing the variance and making the entire model more
accurate in predicting the input data. Therefore, the ensemble learning and fusion strategy can balance
bias and variance.

In this paper, the Adaboost algorithm and the Bagging algorithm have the same method of
constructing multiple base classifiers, so the two algorithms use the same multiple base classifiers.
The difference between the two algorithms is that the fusion strategies of multiple base classifiers are
different. The Adaboost algorithm uses a weighting method to combine multiple base classifiers. The
weights are not manually set, but update the formula based on the weights of the classifiers, thereby
reducing human error. Bagging uses the voting method to obtain the final identification result of
industrial control equipment.

The optimal k value is the minimum value that can achieve the convergence effect. When the
number of single classifiers combined by two algorithms is obtained through experiments, the effect
gradually converges, and the optimal k value of the two algorithms is 15.

In 2017, Li [28] used confusion matrix to calculate the accuracy of the classifier and evaluate the
classification effect of the device classifier. The confusion matrix, also known as the error matrix, is
mainly used to describe the performance of the classifier. In 2018, Zou et al. [29] not only used the
general evaluation criteria recall rate, accuracy rate, and coverage rate but also increased the coverage
verification of equipment models for system evaluation. We also use accuracy rate, recall rate, and F1
for comparison in the next section.

5 Experiment Results

We use the precision rate, recall rate and F1 value as the evaluation indicators of the industrial
control equipment recognition research algorithm. Assuming that the real category of the device is
i, TP, means that the real device type is i, and the number of samples whose predicted type is also i;
FP; indicates the number of samples whose real device type is i, but the predicted type is not i; FN;
indicates the number of samples whose real device type is not #, the predicted type is i, and the number
of samples whose predicted type is not i; TP, indicates the real device The number of samples whose
type is not i and whose prediction type is not i.

Eq. (10) is the accuracy rate of the i-th category of equipment, which refers to the proportion of
correct samples under the condition that the predicted equipment type is the i-th category.
TP,
Precision, = ——— (10)
TP, + FP;
Eq. (11) is the recall rate of the i-th category of equipment, which refers to the proportion of
correct samples under the condition that the real equipment type is the i-th category.
TP,
Recall, = ——— (11)
TP, + FN,

The F1 value is an evaluation standard that takes precision and recall into consideration, and
Eq. (12) is the formula for calculating the F1 value of the i-th category of equipment.

Fl,— 2% Préc-ision,- * Recall. (12)
Precision; + Recall,
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5.1 Experiment Setup

Machine learning has a very good effect on the identification of networked devices in cyberspace,
but the existing networked device identification methods based on machine learning lack public data
sets, so the data detected by Nmap is used as the initial data source. Through the data set and
according to the results identified by the rule matching method in Section 3, the data set is marked
with equipment types, including 11 kinds of routing switching equipment, PLC, video surveillance,
building automation control equipment, network storage equipment, Nport equipment, ATG, firewall,
etc., equipment type. The data set marked with the device type is called the labeled data set, which is
used as the data source for machine learning training and testing models.

The experimental source data in total in this paper is 13540 pieces, containing a total of 27 pro-
tocols, including both industrial control equipment protocols and non-industrial control equipment
protocols. All the experiments were conducted on a server with a Ryzen 74800H CPU@2.90 GHz x 8,
one GTX 1650 GPU, 16 GB memory, and 500 GB SSD.

5.2 Rule Base Construction Experiment Results

Knowing the model, manufacturer, product type and other information of the device data,
the device type can be obtained by searching the specific URL in the network and crawling the
classification field in the page. However, network data collection needs to formulate a search strategy
for URL network addresses. The search strategy is as follows:

(1) URL Link Controllability: The user can input the corresponding data of the industrial control
device by changing the URL link accessed. In URL: “www.yesmro.cn/catalog/productlistbyattribute?
keyword=DOP-107WV?”, the keyword field corresponds to the device type information, and you can
change the value of the keyword to get the page for that type.

(2) URL Content Availability: The page information corresponding to the URL needs to include
the device type field.

(3) URL Information Device Unique: Only one device type classification result can be obtained by
analyzing the URL data. Before collecting network data, key fields need to be normalized according to
the URL format, otherwise, the URL cannot recognize the input, so the data needs to be normalized
and standardized before automatic data collection. The device type corresponding to the device data
field can be obtained through network data collection. Table 6 shows the Siemens PLC model. Access
the corresponding fields of the crawled device model and device type into the rule base. Table 7 shows
the rules between the device protocol, port, manufacturer and device type.

Table 6: PLC rule base

Serial number  Moudle Type 1 Type2 Type3

1 6FC5 317-2FK14-0AB0  Industrial control PLC Siemens PLC S7-300
equipment

2 6ES7 510-1DJ01-0ABO Industrial control PLC Siemens PLC S7-1500
equipment

3 6ES7 512-1DKO01-0AB0O  Industrial control PLC Siemens PLC S7-1500
equipment

(Continued)
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Table 6 (continued)

Serial number  Moudle Type 1 Type2  Type3

4 6ES7 313-5BG04-0AB0 Industrial control PLC Siemens PLC S7-300
equipment

5 6ES7 314-6CG03-0AB0 Industrial control PLC Siemens PLC S7-300
equipment

6 6ES7 151-8AB01-0ABO Industrial control PLC Siemens PLC S7-200
equipment

7 6ES7 412-2EK06-0AB0 Industrial control PLC Siemens PLC S7-400
equipment

8 6ES7 214-1HG40-0XB0  Industrial control PLC Siemens PLC S7-1200
equipment

Table 7: Some rules related to protocol, port, manufacturer and device type

Serial Protocol Port Vendor Manufacturer Device type
number
1 S7 102 Siemens Siemens PLC
OPC DA 135 General Standard Process Control and
Protocol Manufacturing
Automation Systems
3 MODBUS 502 General Industrial Industrial Control
Control Equipment
Standard
Agreement
4 RTSP 554 General Standard Video Surveillance
protocol Equipment
5 ILON- 1628  Echelon Echelon Intelligent Server
SMARTSERVER
6 Fox 1911  Tridium Honeywell Intelligent Building
7 PCWORX 1962 PHOENIX Phoenix Electrical Equipment
CONTACT Contact
8 CSPV 2222 Allen- Rockwell PLC
Bradley
9 IEC 104 2404 Electric Equipment
10 ATG 10001  Vedeer- Wiederut ATG
Root
11 EGD 18246  General General PLC
Electric Electric
Company Company
12 FOXBORO 20476  Foxboro Foxboro PLC

(Continued)
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Table 7 (continued)

Serial Protocol Port Vendor Manufacturer Device type

number

13 DAHUA-DVR 37777 DAHUA Zhejiang Video Surveillance
Dahua Equipment

14 BACNET 47808 — - Intelligent Building

5.3 Multi-Protocol Rule Matching Effect Analysis

Through the method of network data collection and multi-protocol rule matching and fusion, a
total of 11561 industrial control devices were identified, including the data successfully identified by
Nmap. Compared with the recognition effect of Nmap, the information obtained by the method used
in this section is more detailed, and the device recognition rate is improved.

5.4 Data Preprocessing Effect Analysis
5.4.1 Data Cleaning

The initial data set has a total of 24 dimensions, of which the last column is label data, and the
device type is represented by 0-10, respectively. Table 8 shows some of the original fields extracted

from the data set and their meanings. The Script_Name field is detected by the Nmap tool to obtain
the detection script name used by the receiver to respond.

Table 8: Dataset field descriptions

Original field Field meaning
Protocol Protocol service
Appservice Application
Script_Name Probe script name
Serial_No Serial number

Size Model

Revision Version
Model_Name Module model information
CPU_Info CPU information
Vendor Manufacturer
Http_Title Page title information
Web_Server Web server

Label Label, Device type

The data is cleaned to obtain fields that are highly relevant to device identification, namely
Protocol, Appservice, Script_Name, Model_Name, Vendor, Model_Name, timeZone, Http_Title and
other fields.
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5.4.2 Data Conversion

After data cleaning, type conversion is performed on the data to meet the input conditions of
the machine learning model. Type conversion of data to satisfy the input conditions of the machine
learning model. Fields such as Model_Name and timeZone are represented by 0 and 1, because these
fields are unique to a certain type of device. 0 means that the device does not have the field value, and
1 means that the field value exists.

The character types of the remaining fields are unordered variables. The four fields of Protocol,
Script_Name, Vendor, and Device_Name use one-hot encoding for data conversion. Table 9 shows the
values of the Script_Name field before and after conversion.

Table 9: Script_Name field data conversion

Script_Name Data conversion results

Characteristics 0 Characteristics 1 Characteristics 2 Characteristics 3 Characteristics 4 Characteristics 5 Characteristics 6

cspvdinfo 0 0 0 0 0 0 1
fingerprint- 0 0 0 0 0 1 0
strings

fox-info

0
iec-identify 0
melsecqdiscover 0
s7info 0

1

oS = O O O
(= e ==
S o o = O
oS o O O =
S oo o o
(== =

tank_gauges_info

5.4.3 Feature Dimensionality Reduction

After data conversion, the industrial control equipment samples become 75-dimensional data.
Ensemble learning needs to construct & multi-classifiers. In order to reduce time complexity and
improve efficiency, this study uses the PCA algorithm for feature dimension reduction. After PCA
feature dimensionality reduction, the cumulative contribution rate of principal components is shown
in Fig. 4. With the increase of PCA algorithm dimensionality reduction, the cumulative contribution
rate quickly approaches 1.
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Figure 4: PCA principal component cumulative contribution rate
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Through experiments, it is found that when the PCA algorithm is used to reduce the sample
data set to 35-dimensional features, the cumulative contribution rate reaches 99%, so the first 35-
dimensional data is selected as the training and testing data of the classifier.

5.5 Single Classifier Effect Analysis

In this paper, two clustering algorithms, the constrained seed k-means algorithm and COP-
Kmeans algorithm, are used to analyze the effect of device identification, and the optimal single
classifier is obtained. The comparison of the two algorithms follows the principle of the variable
control method, and the input data remains the same.

The general evaluation standard of the k-means algorithm is the silhouette coefficient, so the
silhouette coefficient is used to evaluate the clustering effect. Experiments show that the clustering
effect of the k-means algorithm is better after adding PCA.

The value range of the silhouette coefficient is between (—1, 1), which is used to indicate the degree
of cohesion within the cluster and the degree of separation between clusters after classification by the
clustering algorithm. The larger the value of the silhouette coefficient, the better the classification
effect of the clustering algorithm. The silhouette coefficient of the k-means algorithm without PCA
feature dimensionality reduction is 0.751, and after using PCA feature dimensionality reduction, the
silhouette coefficient is 0.818, so after adding PCA feature dimensionality reduction algorithm, the
effect of clustering is increased.

Based on the k-means algorithm, the COP-k-means algorithm is used for device identification.
The COP-k-means algorithm also needs to construct two sub-sets, which are the set of non-connected
relationships and the set of must-connected relationships. This article stores these two relationships as
files, and randomly selects two rows of data. If it is a class, the relationship is marked as 1; if it is not
a class, the relationship is marked as —1.

We select 10% of the sample data by random sampling as the test set. The function classi-
fication_report (clusters, Y_train) is used for algorithm classification prediction evaluation. The
advantage of this function is that it does not require the type of input data. The input parameters
are the device data predicted value and the true category, respectively. Calculate the precision rate,
recall rate, and F1 value of the 11 device types, respectively, and obtain the evaluation number of
the COP-k-means algorithm. The results are shown in Fig. 5. The weighted average of the evaluation
indicators has the highest precision, and the recall rate is similar to F1 and is lower than 0.6.
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Figure 5: COP-k-means single classifier algorithm evaluation

The constrained seed k-means algorithm needs to randomly select 90% of the data sets from the
11 kinds of device data in the labeled data set as the seed set.
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In addition to the seed set, the remaining sample data set is used as the test set. According to the
function adopted by the COP-k-means algorithm, the evaluation values of the 11 device types and the
constrained seed k-means algorithm are calculated according to the precision rate, recall rate, F1 value
and the predicted value of the algorithm. The number of samples for each type, as shown in Fig. 6.
The weighted average accuracy and recall rate of the evaluation index are similar to F1 and slightly
higher than 0.8.
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Figure 6: Constrained seed k-means single classifier algorithm evaluation

The constrained seed k-means algorithm and the COP-k-means algorithm are evaluated by the
weighted evaluation method, as shown in Fig. 7. From Fig. 7, it can be known that the constrained seed
k-means algorithm has higher accuracy and better effect, so the constrained-seed k-means algorithm
is used as a single classifier.
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Figure 7: Comparison of single classifier algorithms

5.6 Ensemble Learning Effect Analysis

Ensemble learning fuses multiple single classifiers together through a certain combination strategy
to form a strong classification, and the effect of strong classification is significantly stronger than that
of single classifiers. Through the single classifier effect analysis experiment in the previous section,
it can be known that the constrained seed k-means algorithm has the best effect. Therefore, the
constrained seed k-means algorithm is used as the training model of the single classifier. When
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constructing multiple single classifiers, this paper adopts the feature attributes, The difference of
sample data to ensure the difference between them.

Feature attributes, sample data sets need to maintain differences. This paper adopts the random
sampling method of seed set when constructing the classifier constrained seed k-means algorithm.
When k = 15, 15 single classifiers are constructed, and 15 seed sets are randomly selected for each
device type in the training set as the training set of each single classifier, and the special attributes are
randomly divided into 15 categories. The sample adopts the random replacement sampling method,
and the feature adopts the random non-replacement sampling method.

5.6.1 Bagging Fusion Effect Analysis

Each classifier in Bagging is independent of each other, and each classifier can get the prediction
result and evaluation value, and finally combine the results of multiple classifiers through Bagging.
The device type value with the most occurrences in the classifier is used as the final device type. If
there are equipment types with the same number of votes, a category is randomly selected as the final
result.

We randomly extract 10% of the data set processed by PCA as the seed sets, randomly select 15
seed sets, and the remaining data as the test set. The method is the same as that of the single classifier
to extract the seed set.

Although the test set used by each classifier and strong classifier is the same, the seed set changes
every time the file is run. Therefore, the training set and test set will also change. Randomly select the
results of a certain running file. Table 10 shows the accuracy test results of the first six single classifiers,
including the accuracy of each category in each classifier and the weighted average of the accuracy of
all categories; Table 11 shows the recall test results of each of the first six single classifiers; Table 12
shows the test results of the F1 value of each of the first six single classifiers; Taking the weighted
average as the assessment results, Fig. § compares the evaluation results of each single classifier with
the weighted average as the evaluation result.

Table 10: Accuracy of single classifier

Assessment Classifier 0 Classifier 1  Classifier 2 Classifier 3 Classifier 4 Classifier 5
category

Category 0 0.84 0.84 0.85 0.83 0.80 0.83
Category 1 0.99 0.99 0.99 0.99 0.99 0.99
Category 2 0.99 0.99 0.99 0.99 0.99 0.99
Category 3 0.99 0.99 0.99 0.99 0.99 0.99
Category 4 0.75 0.76 0.76 0.75 0.71 0.76
Category 5 0.99 0.99 0.89 0.99 0.99 0.99
Category 6 0.99 0.99 0.99 0.99 0.99 0.99
Category 7 0.71 0.83 0.67 0.83 0.62 0.71
Category 8 0.40 0.24 0.42 0.26 0.25 0.27
Category 9 0.99 0.99 0.99 0.99 0.99 0.99
Category 10 0.99 0.99 0.99 0.99 0.99 0.99
Weighted 0.91 0.92 0.92 0.91 0.89 0.91

average
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Table 11: Single classifier recall rate

Assessment Classifier 0 Classifier 1  Classifier 2  Classifier 3  Classifier 4  Classifier 5
category

Category 0 0.87 0.84 0.83 0.80 0.77 0.84
Category 1 0.99 0.99 0.99 0.99 0.99 0.99
Category 2 0.89 0.83 0.88 0.88 0.85 0.88
Category 3 0.99 0.99 0.99 0.99 0.99 0.99
Category 4 0.79 0.85 0.85 0.81 0.81 0.79
Category 5 0.99 0.99 0.99 0.99 0.99 0.99
Category 6 0.99 0.99 0.99 0.99 0.99 0.99
Category 7 0.83 0.83 0.67 0.83 0.83 0.83
Category 8 0.40 0.80 0.99 0.99 0.80 0.80
Category 9 0.99 0.99 0.99 0.99 0.99 0.99
Category 10 0.99 0.75 0.99 0.75 0.75 0.75
Weighted 0.91 0.98 0.91 0.89 0.88 0.91
average

Table 12: Single classifier F1 value

Assessment Classifier 0 Classifier 1  Classifier 2  Classifier 3  Classifier 4  Classifier 5
category

Category 0 0.85 0.84 0.84 0.81 0.78 0.83
Category 1 0.99 0.99 0.99 0.99 0.99 0.99
Category 2 0.94 0.91 0.94 0.94 0.92 0.94
Category 3 0.99 0.99 0.99 0.99 0.99 0.99
Category 4 0.77 0.80 0.80 0.78 0.76 0.78
Category 5 0.99 0.99 0.94 0.99 0.99 0.99
Category 6 0.99 0.99 0.99 0.99 0.99 0.99
Category 7 0.77 0.83 0.67 0.83 0.71 0.77
Category 8 0.40 0.36 0.59 0.42 0.38 0.40
Category 9 0.99 0.99 0.99 0.99 0.99 0.99
Category 10 0.99 0.86 0.99 0.86 0.86 0.86
Weighted 0.91 0.90 0.91 0.90 0.88 0.90

average




600 CMES, 2023, vol.137, no.1

0.99
0.96

0.93

0.
0.
°- |
0.81
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14

mAccuracy mRecall mF1

-]

=]
~J

b3

Figure 8: Comparison chart of single classifier evaluation

Fig. 9 is the effect diagram obtained by using the Bagging algorithm to fuse the prediction results
of the 15 classifiers using the voting method. As can be seen from Fig. 9, a single classifier may have a
high accuracy rate for a certain device type, but the effect of multiple classifiers is reduced due to the
poor performance of other classifiers.
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Figure 9: Bagging evaluation

As shown in Fig. 10, if the weak classifier is used, the recognition error of the weak classifier will
be improved, but the overall effect of the multi-classifier will be significantly enhanced. And the recall
rate and F1 value increase slowly initially, but with the increase of the number of classifiers, the effect
of the multi-classifier is getting better and better.

5.6.2 Adaboost Fusion Effect Analysis

The Adaboost algorithm calls the AdaBoostClassifier library function of the sklearn.ensemble
module in python for device identification. Table 13 shows the evaluation values of the Adaboost
algorithm when creating 15 weak classifiers.

Fig. 11 shows the effect of Adaboost on the identification of industrial control equipment when
the number of single classifiers increases gradually. It can be found that when k£ = 15, the effect of
the Adaboost algorithm is significantly higher than that of the Bagging algorithm. It can be seen
from the figure that a classifier has a poor recognition effect. But when there are two classifiers,
the second classifier increases the weight of the wrong samples of the first classifier, the recognition
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effect is significantly improved and finally reaches 99% accuracy. The algorithm efficiency is obviously
improved, and it has a good effect in the identification and classification of industrial control

equipment.
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Figure 10: The relationship between Adaboost evaluation value and the number of classifiers

Table 13: Adaboost assessment results

Accuracy  Recall F1
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Figure 11: The relationship between the Adaboost evaluation value and the number of classifiers
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5.6.3 Bagging and Adaboost Fusion Effect Comparison

The Adaboost and Bagging algorithms are compared, and the weighted average is used as the
Assessment results. As shown in Fig. 12, it is a comparison chart of the two algorithms’ precision rate,
recall rate, and F1.
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Figure 12: Comparison of the effects of Adaboost algorithm and Bagging algorithm

According to the two comparison charts of the ensemble algorithm, it can be seen that when a
classifier is used, the effect of the Adaboost algorithm is not as good as that of Bagging due to the
random seed set. However, the second classifier, the Adaboost algorithm, increases the weight of the
wrong samples, so the precision, recall and F1 value are significantly improved, surpassing the Bagging
algorithm, and as the number of iterations increases, the two reach stable values respectively. Among
them, the precision, recall and F1 value of the Bagging algorithm are stable at 94%, 92% and 93%,
respectively, and the precision, recall and F1 value of the Adaboost algorithm are stable at 99%, 94%
and 96%, respectively. So Adaboost works better than Bagging.

Table 14 shows the evaluation and comparison of the COP-k-means, constrained seed k-means,
Bagging, and adaboost classification algorithms.
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Table 14: Comparison of algorithm evaluation effects

Name Accuracy Recall Fl1

COP-k-means 0.60 0.54 0.51
Constrained seed k-means 0.81 0.79 0.79
Bagging 0.93 0.91 0.92
Adaboost 0.98 0.90 0.94
PCA-COP-k-means 0.64 0.56 0.54
PCA-Constrained seed k-means 0.83 0.85 0.83
PCA-Bagging 0.94 0.91 0.93
PCA-Adaboost 0.99 0.94 0.96

The whole algorithm in this section can be obtained through the experimental comparison
diagram. Data preprocessing is performed by one-hot encoding and PCA, and the constrained seed
k-means algorithm is constructed as the base classifier. Three base classifiers are constructed by
the Adaboost algorithm, which can be identified in industrial control equipment. Good results are
obtained in application.

6 Conclusion

We propose PCA-Adaboost, a recognition method based on rule matching and ensemble learning,
for industrial control device identification. For the data that cannot be recognized by the Nmap tool,
the method of rule matching and network data collection fusion is used to identify equipment, and
rules are constructed by network data collection method, and then single and multi-protocol rule
matching is performed, which improves the recognition rate of industrial control equipment. The data
set with successful rule matching and recognition is added to the device type label, which is called
a labeled data set. Experimental results show that using the PCA-Adaboost method for industrial
control equipment identification, the effect is significantly increased, and the accuracy rate, recall
rate, and F1 value are higher. If the vulnerable devices can be found before the attack is launched,
and the source of the attack can be cut off, the threat can be effectively avoided and the stable
operation of the industrial control system can be ensured. With the arrival of the fifth-generation
mobile communication technology, industrial control equipment identification technology can be used
for future network research.

There are still some aspects that need to be improved. For the rule mining, relying on text code
comparison combined with manual methods has not achieved full automation. Future work suggests
applying connected device identification to applications in aspects such as device authentication,
asset distribution, and anti-identification. On the basis of rule matching, different machine learning
algorithms can be used to further identify devices that cannot be identified by rule matching.
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