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ABSTRACT

Most studies have conducted experiments on predicting energy consumption by integrating data for model training.
However, the process of centralizing data can cause problems of data leakage. Meanwhile, many laws and regulations
on data security and privacy have been enacted, making it difficult to centralize data, which can lead to a data
silo problem. Thus, to train the model while maintaining user privacy, we adopt a federated learning framework.
However, in all classical federated learning frameworks secure aggregation, the Federated Averaging (FedAvg)
method is used to directly weight the model parameters on average, which may have an adverse effect on te model.
Therefore, we propose the Federated Reinforcement Learning (FedRL) model, which consists of multiple users
collaboratively training the model. Each household trains a local model on local data. These local data never
leave the local area, and only the encrypted parameters are uploaded to the central server to participate in the
secure aggregation of the global model. We improve FedAvg by incorporating a Q-learning algorithm to assign
weights to each locally uploaded local model. And the model has improved predictive performance. We validate
the performance of the FedRL model by testing it on a real-world dataset and compare the experimental results with
other models. The performance of our proposed method in most of the evaluation metrics is improved compared
to both the centralized and distributed models.
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1 Introduction

In recent years, global energy consumption [1-3] has been increasing rapidly due to economic
development and population increase, which exacerbates the shortage of natural resources and global
temperature increase. Consequently, it is essential to improve energy efficiency and to make energy
predictable. This is crucial for the construction industry’s “double carbon” goal [4,5]. Smart grids
are also widely used as a result of the rapid development of information technology and artificial
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intelligence technology. The Advanced Metering Infrastructure (AMI) [6], which can collect power
usage data from customers instantly or at regular intervals, is a major part of the smart grid. The
data is shown as a time series. And we can collect a lot of time series data, which is very useful for
researching energy forecasting.

After investigating a substantial amount of literature, we discover that there are approximately
three major categories of methodologies for predicting energy consumption: engineering methods,
statistical methods, and machine learning methods. The first two methods are traditional prediction
methods. Machine learning methods utilizing big data for training calculations make it possible to
make energy predictions quickly and easily.

Compared to the other two types of methods, engineering methods are not user-friendly and
difficult to understand. This is because these methods use physical principles and thermodynamic
equations to calculate the energy consumption of building components. In general, obtaining detailed
building and environmental information is more difficult. This is because it uses physical principles
and thermodynamic formulas to calculate the energy consumption of each component in a building.
In general, it is more difficult to obtain detailed building and environmental information. In 2006,
Wang et al. [7] proposed a simplified building thermal model for energy prediction, which is based
on frequency patterns analysis to obtain the parameters of a simplified model of the building
envelope, using a thermal network to represent the internal mass of the building, but the prediction
results are less perfect because this method used a simplified model. Following the introduction of
statistical methods, the process of calculating energy forecasts became more intuitive and faster. It uses
mathematical formulas to link data on building energy consumption to influencing factors. In 2010,
Ma et al. [8] developed an integrated model for energy forecasting based on multiple linear regression
and autoregression. They analyzed the electricity consumption data of large public buildings in Xi’an
city and chose the least squares algorithm for parameter estimation, then predicted the electricity
consumption trend in public buildings. Hong et al. [9] proposed two different methods for forecasting
energy consumption in the residential sector. The model they proposed achieved better forecasting
performance. However, the high requirements of the method in terms of input information, simulation
techniques and calculations prevented its widespread use.

The development of machine learning methods has resulted in much higher accuracy in predicting
energy consumption. Decision Trees (DT), Support Vector Machines (SVM), Artificial Neural
Networks (ANN), and other traditional machine learning methods are examples. Guo et al. [10] used
SVM to forecast future electricity demand in 2017. Ekonomou [1 1] proposed the multilayer perceptron
model (MLP) approach for energy forecasting and compared it with SVM and linear regression
models. The experimental results show that MLP performs better in prediction. Hou et al. [12]
proposed the support vector machine (SVM) model. Using this neural network algorithm to predict
the cooling load of heating, ventilation and air conditioning (HVAC) systems, the results show that
the support vector machine method performs better compared to the autoregressive integrated moving
average (ARIMA) method. Subsequently, Yaslan et al. [13] developed the EMD-SVR model, which
combines support vector regression (SVR) and empirical mode decomposition (EMD) algorithms
for electricity load demand forecasting, and the results showed that the model outperformed SVR
and non-feature use denoising SVR algorithms for forecasting. In 2015, Sajjad et al. [14] proposed a
radial basis function (RBF) neural network model for short-term load forecasting based on a novel
stochastic search algorithm and compared its prediction results to the MLP network. Agatonovic-
Kustrin et al. [15] developed an artificial neural network (ANN) technique for estimating and
forecasting future industrial energy demand in the United States and compared it with multiple linear
regression (MLR) model, concluding that the artificial neural network technique is a very promising
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technique for the future. Deep learning [16,17] is commonly used for load prediction, and neural
networks outperform other prediction methods.

Brunke et al. [1 8] proposed a combined recurrent neural network (RNN) and convolutional neural
network (CNN) approach for building load prediction in 2019, which was compared with the seasonal
ARIMAX model in terms of accuracy, computational efficiency, and generality, and the prediction
accuracy was greatly improved. In 2020, Guo et al. [19] proposed a multi-scale CNN-LSTM hybrid
neural network with inputs of historical energy consumption data, real-time electricity price, and
weather factors, followed by short-term load prediction using convolutional neural network (CNN)
and long and short-term memory (LSTM), and experiments demonstrated that this model has high
prediction accuracy and application value. Ozcan et al. [20] proposed a novel deep learning method
based on a two-stage attentional recurrent neural network to predict electric load consumption in
2021. For feature extraction, the method employs an encoder and a decoder as well as an attention
mechanism. The experimental results show that the method performs better than other methods.

Artificial intelligence technology is now widely used in a variety of fields. We have read a
wide range of research and reviews of extensive literature [21-31] and find that most studies have
experimented with predicting energy consumption by pooling data for model training. However, the
process of centralizing data can result in data leakage. In the construction industry, a data breach could
reveal the number of occupants in a household, the location of the family home, and whether or not
the occupants are present. The leakage of this private data poses a risk to households.

At the same time, many laws and regulations on data security and privacy have been enacted,
making it difficult to centralize data, which can lead to a data silo problem, in which data is not
allowed to be shared among different users. To train the model while protecting the privacy of the
users, Yang et al. [21] proposed federated learning, which is a distributed machine learning method. It
trains the model collaboratively by multiple users while keeping each household’s data present locally
and uploading only the encrypted parameters to participate in the global model’s secure aggregation.
As a result, federated learning leverages distributed resources for efficient machine learning while also
providing raw data security and privacy. The FedAvg method is used in all classical federated learning
frameworks for security aggregation to directly weigh average of the model parameters, which may
have an adverse effect on model performance.

As a result, we propose the FedRL model, an energy consumption prediction model based on
federated learning and reinforcement learning, which is used to solve the problem of predicting
residential energy consumption. We add Q-learning algorithm to assign weights to each uploaded
local model when the central server performs secure aggregation; it assigns weights to each locally
uploaded local model. In each communication, we set the weight occupied by the local model to the
state S and the weight change value of the weight occupied by the local model to the action space 4.
W is updated iteratively on the validation set, resulting in a new Mean Square Error (MSE) for each
round. The reward is the difference in MSE. If the MSE difference between the next state and this
state is greater than zero, we will award a positive one reward. Otherwise, the reward is a negative one.
The Q value converges through successive training iterations, at which point the optimal model in this
round of communication is obtained. Then, we redelegate the optimal model to each occupant, and
each occupant continues training, thus keeping iterating to the specified number of communication
rounds to obtain the optimal global model.

The main contributions of this work are as follows:

(1) We propose the FedRL model, which is an energy consumption prediction model based on
federated learning and reinforcement learning to solve the residential energy consumption
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prediction problem. We employ a traditional federated learning framework to overcome the
privacy issues associated with centralized data and prevent privacy breaches of household data.

(2) We introduce the Q-learning algorithm, which is based on the classical federated learning
aggregation algorithm FedAvg, to assign weights to each local model. Overcome the FedAvg
method’s potential negative effects on model performance by direct average weighing of model
parameters, Improve the model’s prediction of energy consumption.

(3) We validate the performance of the FedRL model by testing it on a real-world dataset and
compare the experimental results with other models.

The remainder of this paper is structured as follows: We discuss some of the fundamental
algorithmic tools used in this study, as well as the model’s overall framework and algorithmic design in
Section 2. Then we describe the experimental setup, including the dataset used for the experiment and
the appropriate hyperparameter settings in Section 3.1. The evaluation metrics used in the experiments
are described in Section 3.2. We also analyze the experimental results in Section 3.3. Finally, the
conclusions of this paper are drawn in Section 4, along with an outlook for the future.

2 Related Theories

2.1 Reinforcement Learning

Along with supervised and unsupervised learning, reinforcement learning [16] is a subfield
of machine learning. Agent, environment, state, action, and reward are the main components of
reinforcement learning.

In general, the reinforcement learning agent can perceive and interpret its environment, which are
generally represented in the form of a Markov Decision Process (MDP), a mathematical framework
for describing the RL environment, and almost all RL problems can be formulated using MDP.

An MDP consists of a finite set of environmental states S, a set of possible actions A(s) in each
state, a real-valued reward function R(s), and a transition model P (s, s | a). However, real-world
environments are more likely to lack any a priori knowledge of the dynamics of the environment.
In this case, we generally use a model-free RL approach, where the task of RL is to maximize the
expectation of the cumulative sum of rewards. A detailed description of the MDP is shown in Fig. 1.

reward | |state action
R, 5 A
S 1+1
iResa

Figure 1: Reinforcement learning framework

Reinforcement learning is especially well suited to solve problem which involves long-term vs.
short-term payoff tradeoffs, and it is widely used in real-world applications such as robot control,
elevator scheduling, backgammon, checkers, and Go Game.

Q-Learning is a value-based reinforcement learning algorithm based on the Time Difference (TD)
control algorithm of off-policy, Q that is Q (s, a), which involves the following equation:

Q(s,a) <« Q(s,a) +a (R + ymax,Q(s,a) — Q(s,a)) (1)
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2.2 LSTM

Long short-term memory (LSTM) [22] is widely used in artificial intelligence and deep learning
for tasks such as unsegmented, connected handwriting recognition, speech recognition, and so on.
This is due to the fact that it can process not only individual data points (e.g., images) but also entire
data sequences (e.g., speech or video).

The structure of RNN was first proposed in 1990, which introduces the concept of recursive
layers to choose whether to retain previous information or not, but RNNs do not maintain long-term
dependence well due to gradient disappearance and gradient explosion problems. To address these
issues, Kharitonov [23] proposed the long short-term memory network (LSTM), which introduces
a gate structure to solve the gradient disappearance and gradient explosion problems during long
sequence training. In summary, this means that LSTM can outperform standard RNN in longer
sequences.

The LSTM can remember important information for a long time while forgetting unimportant
information, and it can control the transmission state by gating the state. LSTM is well suited for
processing and predicting time series problems due to its structure.

The common LSTM cell is made up of a cell, an input gate, an output gate, and a forgetting gate
that remembers the values over any time interval, and three gates that control the flow of information
to and from the cell.

The cell state is always present in the whole chain system of LSTM, f, is the forgetting gate, o
denotes the sigmoid function whose output is between 0 and 1, and tanh is the hyperbolic tangent
function whose output is between —1 and 1. C is the control parameter that determines what
information will be retained and what information will be forgotten. The weight of the control
forgetting gate is denoted by w;.

The equation used are as follows:

C=f+C_+ixC, ()

The role of the forgetting gate is to decide which information in the previous moment is discarded
from the cell state, i.e., a vector is calculated based on the current input x, and the previous moment
output /,_,. If the result is 0, it means that the LSTM should delete the corresponding information,
and if it 1s 1, it is retained.

fi=0 (W, [ho,x]+by) 3)

The role of the input gate is to decide which information is stored in the cell state. The input gate
will decide which information is added to C,_; to generate the new state C, based on x, and #,_;, and
then the old state and the new state will be superimposed to get the new state.

it =0 (I/Vz : [ht—la xt] + bz) (4)

Ct = tanh (WC : [ht—la xt] + bC) (5)

2.3 Federated Learning

Federated learning [21] is a novel distributed learning algorithm that Google introduced in 2016.
The federated learning framework is divided into two major parts. The first is the central server, where
all participants collaborate train a federation model, i.e., a global model, with the support of the central
server.
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The federated learning model outperforms the models trained using only the participants’ own
data. The second component is the data owner, which is comprised of the participants. It typically
consists of N participants {L,, L,, L, ..., Ly}, with each participant using their own local data
{D\, D,, Ds, ..., Dy}, to train the local model. It is then uploaded to the central server, and because
each participant’s original data does not leave the local area, it is not exposed to other participants
or third parties. To ensure privacy, Google’s proposed federated learning uses a combination of
secure convergence and differential privacy. In other studies, homomorphic cryptographic protection
parameters were used to achieve privacy protection.

The FL framework’s general training flow is as follows: The client (local user) device downloads
the send model from the central server and trains it with local data. Following the completion of local
training, each client uploads its updated model to the central server for model aggregation, which
results in a shared global model. That after that, it is distributed to each client, so that each client and
the central server continue to communicate with each other, and after a certain number of times, a
global model with strong generalization ability can be obtained.

3 Methodology

In this paper, we propose the FedR L method for predicting household energy consumption, which
is based on Federated Learning and Reinforcement Learning. Each household’s local data is trained
using LSTM networks, households encrypt and upload the parameters of their local models to the
central server. In the process, the households only share the parameters of their local models and not
the actual data. The central server collects the local models uploaded by each household and uses
the Q-learning algorithm to assign weights to the local models uploaded by each local. The Q values
converge through successive training iterations, at which point the optimal model in this round of
communication is obtained, and the optimal model is then sent to each household in each round,
while the local model continues to be trained with updates.

3.1 Overall Framework
In this subsection, we present the framework of our proposed FedRL method for a clearer
understanding of our energy consumption prediction process as shown in Fig. 2.

lfoniehok\is : Local Model : Communication Cloud Device

E-=9)
State l Reward
Agent J [ Environment ]

Action

Figure 2: The overall framework of FedRL model
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There are four layers in Fig. 2, the household layer, the local model layer, the communication layer,
the central server layer. Each household has its own local private data, which is not shared with the
central server or other households during the training process. In the local model layer, each household
has its own local model, which we train by LSTM network using local data and encrypted upload to
the central server after the training is completed; in the communication layer, the household and the
central server share information. The decentralized models and the function of model aggregation
are held by the central server layer, which also maintains the global models. In the cloud server layer,
we perform model fusion and assign weights to the models uploaded by each household. The output
in this round of communication is an ideal global model. The goal of federating optimization at the
central server is to obtain an optimal global model with great generalization capacity.

Each step is described in greater detail below:

( Local models are trained in households using local energy consumption data, and the gradient
information is encrypted using encryption algorithms before being uploaded to the central
Sserver.

(® The central server collects local models from each household, uses reinforcement learning to
assign weights to the uploaded local models, and then distributes the optimal global model to
each household after obtaining the optimal global model for each round.

(& The central server obtains the best global model for each round of communication and
distributes it to each household.

(» Households receive the most current global model and use local data to update the local model.

3.2 MDP Modeling

We model the energy consumption prediction process as an MDP and define the state, action
and reward functions. In the model training process, we obtain the optimal model in this round
of communication by successive training iterations where the Q values converge. Then we send the
optimal model to each household, and each household continues training, thus keeping iterating to the
specified number of communication rounds to obtain the optimal global model. The specific modeling
components are as follows:

1) Constructing the state space. We set the weight occupied by the local model to the state
S = {5,858, 8;,...,5}. It is the value of the weight occupied by each local model as
{m,, m,,ms, ..., m,}, which sum up to 1.

2) Constructing the action space
The weight change value of the weight occupied by the local model to the action space 4 =
{4,,A,, A5, ..., A,}. The sum of the action change values is 0.

3) Constructing the reward function
W is the model after fusion of weights for each round in Q-learning. W is updated iteratively on
the validation set, resulting in a new MSE for each round. We set the reward to the difference
of MSE. If the MSE difference between the next state and this state is greater than zero, we
will award a negative one reward. Otherwise, the reward is a plus one. The reward function is
as follows:

—1 MSE, — MSE,_, > 0
R=10 MSE, — MSE,_, =0 (6)
| MSE, — MSE,, < 0
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3.3 Algorithm Design

We present the algorithm design of the FedRL method. We use the Q-learning algorithm to
assign weights to each locally uploaded local model. And keep iterating to the specified number of
communication rounds to obtain the optimal global model.

Set the local epoch N, = 1, the local batch size B,., = 20, and the number of interactions
(communication rounds) between the local and central server V, = 10. We select 10% of the households
in each round of communication to participate in model training.

Algorithm 1 describes in detail the training process of the proposed model:

Algorithm 1: FedRL

N,: Number of households (index by i)

N,: Number of communication rounds (index by )

N, : Training epoch for local model

B, : Local minimum batch

H,: Number of randomly selected households in each communication round
S: the weight occupied by the local model itself in each communication

A: the weight change value of the weight occupied by the local model

R: MSE differential as a reward

Server executes: /| Run on the cloud

1:  Initialize W°

2 For eachroundt=1,2, ... do

3 For each residential i € H,,, in parallel do

4. Initialize Q (S, A) arbitrarily

S repeat (for each episode):
6.
7
8

Initialize S
repeat (for each step of episode):
: choose A from S using policy derived from Q (e.g., e-greedy)
9: calculating the MSE by W* = nm, x W' 4+ m, x W? + m; « W

10: take action 4, observe R, S’

11: O(@S, A) < Q0(S, A) +a[r+ymaxA QS , A) — O(S, A)]
12: S <« 8

13: until S is terminal

14: until Q (S, A) convergence

15: wi*! «<—LocalUpdate (i, W")

16: W «— W

LocalUpdate (N,, w): Il Run on the local
for each local epochi=1,2,3, ... do
w < w — nyl (w; b)
return W to server

4 Experiments and Results

We conduct a large number of experiments to validate the proposed model’s prediction per-
formance. Section 3.1 will provide a brief overview of the experimental setting and datasets used.

Our prediction accuracy evaluation metrics are presented in Section 3.2. Section 3.3 compares and
contrasts our model to centralized and distributed models.
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4.1 Experimental Setting

We select to use a dataset collected in London by the energy provider UK Power Networks and
made public. The dataset contains data gathered by 5567 smart meters between November 2012 and
February 2014, with smart meters taking readings every half hour, i.e., data at a granularity of 30 min,
expressed in kwh (kilowatts per half hour). We assume that the number of households in a building is
assigned at random to different households based on the building. We can predict the total electricity
consumption of the building, which may assist the grid company in properly allocating electricity to
the community. We eventually decide to study the data collected from January 01, 2013 to December
31, 2013, selecting 100 households in Building-1 to Building-6, and the number of households selected
for each building is shown in the Table | below:

Table 1: Experiment data description

Building-ID Household number
B-1 20
B-2 12
B-3 14
B-4 14
B-5 18
B-6 22

We partition the dataset into training, validation and test sets at the ratio of 7:1:2. Households
are trained locally with LSTM networks using their respective local data, and the optimizer in the
network used for training was stochastic gradient descent (SGD), with the learning rate set to 0.01
and the dropout set to 0.2. Set the local epoch N, = 1, the local batch size B,,., = 20, and the number
of interactions (communication rounds) between the local and central server N, = 10. We select 10%
of the households in each round of communication to participate in model training.

In the FedRL model, the local data of the households are only trained locally and do not go
out locally, because federated learning can share knowledge without violating the privacy of the
households. In previous studies, Kharitonov [23] proposed using-local differential privacy to protect
client data and protect the client from violations. In addition to protecting client privacy through
differential privacy methods, homomorphic encryption algorithms can be used in federated learning.
Kharitonov [23] used a homomorphic encryption algorithm to encrypt data during client-side local
model training in order to protect user privacy. As a result, households only upload encrypted local
model parameters and do not share their personal information.

Following the collection of each household’s local models by the central server, we use the
Q-learning algorithm to assign weights to the individual locally uploaded local models when the
central server performs model fusion. We set the weight occupied by the local model itself in each
communication to the state S and set the weight change value of the weight occupied by the local
model to the action space A, W is updated iteratively on the validation set, and a new MSE is generated
in each round, and the difference in MSE is used as the reward. The best model is then assigned
to each household, which uses local data for local model updates. Besides, we performed a simple
data processing of the raw data, removing the abnormal data and replacing it with data collected the
previous moment and data collected the next moment by adding and averaging the data.
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4.2 Evaluation Measurements

In order to verify the predictive performance of the proposed method, three common evaluation
metrics are used in this study, namely Mean Absolute Error (MAE), Mean Square Error (MSE), and
Root Mean Square Error (RMSE). n denotes the number of samples, y; denotes the true value of the
i th sample, and y; denotes the predicted value of the i th sample. MAE has better robustness to
outliers, while MSE is simpler to compute. MAE is a common loss function used in regression models,
and is the sum of the absolute values of the differences between the target and predicted values, and
takes values from 0 to positive infinity. Calculation using Eq. (8). MSE is the sum of squares of the
distance between the predicted and true values and is calculated as Eq. (9):

1< .
MAE:ZZb/,-—y,- (7
i=1
1 n R
MSE =~ S i-5) (8)
i=1
1 n R
RMSE = |- > -3y )

i=1

4.3 Analysis of Experimental Results
4.3.1 Comparison with Centralized Methods

There are numerous methods for predicting energy consumption, the majority of which use
centralized models, so we compare four methods: DT, RF, BPNN, and LSTM. First, we experimented
with the model’s predicted trends, using building-1 as an example in the FedRL model, and the
experimental results are shown in Fig. 3.

In Fig. 3, the horizontal axis represents the predicted time Hours, and the vertical axis represents
the residential energy consumption value. We select a forecast period of 7 days. That is to say, 168 h.
In Fig. 3a, the DT method is difficult to predict continuous values, and sometimes it is easy to overfit,
so it can only predict the general trend, and the prediction of some peaks is still lacking. In Fig. 3b,
because of the use of neural networks, LSTM can already predict the general prediction trend better
than traditional machine learning, but prediction accuracy still needs to be improved.

In Fig. 3c, it can be seen that compared to other models, the FedRL method predicts the overall
trend and the peak to be very close to the true value. This is due to the fact that individual households
are trained using local data. In comparison to centralized model training, The FedRL model trains
the model using local data in each household, then uploads the encrypted local model to the central
server, and each household collaborates to train the model for energy prediction. In comparison to the
centralized model, the FedRL model protects occupant privacy and prevents home privacy leakage.

To further validate the accuracy of our prediction performance, we show the experimental results
of the four Centralized models DT, RE, BPNN, LSTM, and FedRL model in Table 2. FedRL has
MSE =0.6749, RMSE =0.8215, and MAE =0.5083, as shown in the Table 2. Simultaneously, the
FedRL method’s RMSE improved by 36.9% when compared to the centralized model’s prediction
performance.
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Figure 3: Forecasting trends for different centralized methods

Table 2: Experiment results of four centralized models and FedRL model

Method  MSE RMSE MAE

DT 2.5147 1.5613 1.0782
RF 1.6227  1.2743  0.9043
BPNN 1.4401 1.2001 0.8502
LSTM 1.4183 1.1909 0.8162
FedRL 0.6749 0.8215 0.5083

Note: In the table, Optimum values are bolded.

4.3.2 Comparison with Distributed Methods

In this subsection, we compare the FedRL model with other distributed models, the other models
are FedSGD, FedAvg, FedAtt, all four methods are distributed prediction methods, all with building-1
in the experiment, and the prediction trends of the four methods are shown in Fig. 4.
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Figure 4: Prediction trends of different distributed models

In Fig. 4, the horizontal axis represents the predicted time Hours, and the vertical axis represents
the residential energy consumption value. We select a forecast period of 7 days. That is to say, 168 h.
Figs. 4a and 4b show that the prediction trends for both the FedSGD and FedAvg methods are
roughly the same. This is because FedAvg is an improvement on FedSGD, and the main improvement
advantage is that by dividing batches locally and reducing communication time between the local and
the central server, there is no obvious advantage in terms of prediction accuracy. In Figs. 4b and 4c,
there is not much of a difference between the FedAtt and FedAvg methods. FFig. 4d shows the trend
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prediction graph of the FedRL model, which is more accurate in predicting the trend compared to the
other three models.

However, based solely on the prediction trend of each method in the graph, the advantage of our
model is not immediately apparent, so we present the experimental results of the four methods in the
Table 3.

Table 3: Experiment results of various distributed models

Method  MSE RMSE MAE

FedSGD 0.7976  0.8902  0.5348
FedAvg  0.7376  0.8588  0.4782
FedAtt 0.6961 0.8343 0.4871
FedRL 0.6749 0.8215 0.5083

Note: In the table, Optimum values are bolded.

As shown in Table 3, our model’s prediction accuracy outperforms the other three models, with
3.7% higher than RMSE and 3.2% higher than MSE. In comparison to the traditional FedAvg, we
have integrated reinforcement learning into the cloud. Compared to weighted averaging directly in
the cloud, using the Q-learning algorithm to assign weights to each locally uploaded local model,
we obtain the optimal model in this round of communication, and then we newly send it to each
household, and each household continues to train, and thus we keep iterating to the specified number
of rounds of communication to obtain the optimal global model. The final experimental results show
that the prediction accuracy of FedRL model outperforms the other models.

5 Conclusions and Discussion

Most studies have experimented with predicting energy consumption by pooling data for model
training. However, the process of centralizing data can result in data leakage. If a household’s private
information leaks, it might easily put people’s lives and possessions in grave danger. Moreover, many
laws and regulations have been enacted regarding data security and privacy, making it difficult to
centralize data. This can lead to the problem of data silos, where data is not allowed to be shared
between different users. The FedAvg method is used in all classical federated learning frameworks for
security aggregation to directly weigh average the model parameters, which may have an adverse effect
on model performance.

In order to solve the above problems, the FedRL method is proposed in this study as an energy
consumption prediction method based on federated learning and reinforcement learning. The method
improves on FedAvg by incorporating the Q-learning algorithm. We add a Q-learning algorithm to
assign weights to each uploaded local model. When the central server performs secure aggregation,
it assigns weights to each locally uploaded local model. In each communication, we set the weight
occupied by the local model to the state S and the weight change value of the weight occupied by the
local model to the action space 4. W is updated iteratively on the validation set, resulting in a new
MSE for each round. The reward is the difference in MSE. If the MSE difference between the next
state and this state is greater than zero, we will award a negative one reward. Otherwise, the reward
is a plus one. The Q value converges through successive training iterations. We get the optimal model
in this round of communication is obtained. Then we send the optimal model to each household, and
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each household continues training, thus keeping iterating to the specified number of communication
rounds to obtain the optimal global model.

We evaluated our proposed method using a dataset of energy consumption in London and
obtained experimental results of 0.6749 for MSE, 0.5083 for MAE and 0.8215 for RMSE. In the
beginning, it is compared to four centralized models: DT, RF, BPNN, and LSTM. In the FedRL
model, each household collaboratively trains the global model, local data does not leave the local area,
and only the encrypted gradient parameters are uploaded in such a way that energy prediction can
be performed, preventing the leakage of household privacy. Meanwhile, the FedRL method’s RMSE
improved by 36.9% when compared to the centralized model’s prediction accuracy. The FedSGD,
FedAvg, and FedAtt distributed models are then compared. Our model’s prediction accuracy is
superior to the classical FedAvg, with 3.7% higher than RMSE and 3.2% higher than MSE.

We discovered a problem during the experiment, the communication time between each family
and the central server is long, which means that the communication consumption between each client
and the server is large. The number of participating households in the experiment is not large at the
moment, and we can afford the cost of this communication, but if we have thousands of households
involved in training, or even more, I think this is something that can be explored in depth in future
work on the efficiency of communication.
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