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ABSTRACT

Predicting students’ academic achievements is an essential issue in education, which can benefit many stakeholders,
for instance, students, teachers, managers, etc. Compared with online courses such as MOOCs, students’ academic-
related data in the face-to-face physical teaching environment is usually sparsity, and the sample size is relatively
small. It makes building models to predict students’ performance accurately in such an environment even more
challenging. This paper proposes a Two-Way Neural Network (TWNN) model based on the bidirectional recurrent
neural network and graph neural network to predict students’ next semester’s course performance using only their
previous course achievements. Extensive experiments on a real dataset show that our model performs better than
the baselines in many indicators.
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1 Introduction

Education plays an essential role in the process of human development. Students’ academic
achievement is a crucial criterion for measuring the quality of a university. How to improve education
quality is the common concern of all educational stakeholders. Despite the extensive development
of education in recent years, education is still facing many problems, such as high dropout and low
graduation rates on time [1]. According to National Center for Education Statistics [2], by 2020, only
about 64% of students had completed a bachelor’s degree at 4-year degree-granting institutions within
six years in America. Meanwhile, in 2020, there were 2.0 million students dropout between the ages
of 16 and 24, and the overall status dropout rate was 5.3%. The reasons for students dropping out of
school or failing to graduate on time may vary, but academic performance is still a critical factor [3–5].
Various situations can lead to poor performance, such as improper course selection, not getting help
in time when encounter difficulties in learning, and so on. Low academic performance tends to make
people lose confidence and reduce their interest and initiative in study, thus leading to a vicious circle.
To solve this issue, accurately predicting students’ grades in future courses is one of the most effective
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ways. It can not only guide students to choose the course that they are good at but also leave time for
instructors to help those at risk of not completing courses on time.

With the rapid advancement of information technology, data collection has become more con-
venient, resulting in the rapid growth of data in all fields. Humans have entered the era of big data,
and data values are increasingly recognized. It can support the decision-making process and has been
well applied in business, medicine, and many other fields [6–8]. Similarly, with various information
technologies involved in the education domain, many student-related data are collected and stored in
systems, such as their social relations, enrollment records, attendance records, consumption records,
book borrowing records, and examination results. Even so, managers can still not be able to guide
students in the right direction by implementing student intervention strategies in time unless they take
efficient ways to make good use of the data. To realize the value of data, it must be transformed into
knowledge [9]. Based on this situation, mining the data from the educational domain has attracted
increasing research attention and gradually formed a new branch–Educational Data Mining (EDM),
which has been developed rapidly in recent decades [10–13].

As a subfield of data mining, EDM seeks to develop and apply computational and psychological
methods for extracting meaningful knowledge from data collected in education-related environments
to understand how students learn [14]. EDM can provide educators with valuable information by
discovering hidden patterns in educational data. It usually uses the data collected from education
systems to better understand the students and their learning styles to design educational policies that
will improve their academic performance and reduce failure rates [15]. Many traditional data mining
techniques, including visualization, classification, and clustering, have been successfully applied in
the educational domain. In addition to some standard features of data mining. Romero et al. [16]
pointed out that EDM has some unique characteristics, such as hierarchical and longitudinal data,
which requires special data process measures.

In general, EDM methods can be classified into three categories: prediction, clustering, and
relationship mining [10]. The goal of prediction is to predict the category or value of an instance.
And predicting students’ academic outcomes is an important application area for learning contexts
because it helps to design effective mechanisms to improve educational results and prevent dropouts.
It can also enhance the quality of teaching and learning, aiding students to succeed in their academic
paths [17]. Most education-related researches focus on this goal [18–20]. Analyzing big education
data and revealing the hidden information will benefit all stakeholders, such as learners, teachers,
and managers. Students with problems can be identified and given timely assistance. Besides, the
prediction results can be fed back to students as a reference for their course selection and to teachers
so that they can provide better personalized guidance for students. Therefore, predicting students’
curriculum performance becomes essential in educational data mining application research and has
received increasing attention [21]. By predicting students’ course performance, students at risk of
academic failure can be identified as early as possible so that instructors may have sufficient time
to take necessary measures to help them, thus ensuring the quality of talent training. Clustering is
an unsupervised method for grouping similar objects. In EDM, it is possible to group the learning
patterns, thus study the advantages and disadvantages of different learning models, or recommend
learning content [22]. Moubayed et al. [23], for instance, employed the k-means algorithm to cluster
students in the online learning environment into different engagement groups based on interaction-
related and effort-related criteria to provide personalized services. Interaction-related metrics refer to
how frequently the student interacts with course material, whereas effort-related metrics describe the
student’s effort to complete course tasks. Relation mining aims to find different interrelations in the
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education context, i.e., student to student, learning pattern to academic performance, class attendance
to academic performance, etc. [24,25].

According to the environments that the performance prediction aims for, it can be further
divided into online and offline performance prediction. Online performance prediction uses students’
learning behaviors, practice records, login conditions, etc., on the online platform to predict students’
learning outcomes. The current research on performance prediction is mainly on this aspect [5,26,27],
which is because large-scale open online courses (MOOC) [28] and other forms of virtual e-learning
platforms can provide a large amount of data for model training. Performance prediction in the online
environment can tackle many education-related problems. For instance, regarding the problem of low
teacher-student ratio and diverse student backgrounds in MOOC learning. Brinton et al. [29] pro-
posed measures to recommend learning content based on students’ learning behavior automatically.
Yang et al. [4] adopted the statistical analysis approach to investigate the high dropout rate problem
in the online learning environment.

Despite the advantages of online learning environments, which provide convenient ways for
humans to acquire knowledge anywhere and anytime, face-to-face offline class teaching remains the
primary method for imparting knowledge in current practice. Predicting students’ achievements in
offline learning environments is significant, especially in higher education. It can support educational
managers in making policy decisions and provide accurate services to students such as course
recommendation, learning path recommendation, and early warning of psychological problems [30].
However, predicting students’ academic performance in the offline learning environment is challenging
because quite a few factors can affect students’ performance, such as previous course achievements,
demographic features, economic background, and personality. In addition, there are two reasons that
make the prediction even more difficult in the face-to-face teaching environment. On the one hand,
there is very little data related to students’ curriculum learning due to the difficulty of data collection.
On the other hand, students are involved in many courses and may have different learning methods in
various courses [31]. Therefore, although there has been a lot of research on performance prediction
in recent years and deep learning technology has made great progress in many fields, there is not much
research on applying deep learning technology to offline performance prediction, and it still mainly
focuses on using traditional machine learning methods. To resolve this problem and fully leverage
the advantages of deep learning technology, we need to use better strategies and design better models
based on the characteristics of offline data.

Compared with the online learning environment, one distinguishing feature of offline class-
room education is that the courses students learn are organized according to their majors, and the
curriculums have a strong dependency and strict sequence. The previous courses’ outcomes greatly
influence the subsequent ones [14]. Asif et al. [22] used data mining methods to study undergraduate
students’ performance and discovered that focusing on some particularly good or poor courses makes
it possible to predict student academic outcomes. And they also indicate that the more aggregated
the performance, e.g., pass/fail, the higher the prediction accuracy. It suggests that students’ academic
achievements in previous courses can be used to predict the results of subsequent courses. Through
literature review, Saa et al. [32] found that the most commonly used features for predicting students’
performance in higher education are their previous grades and class performance, which is 26%,
and the following factors are their learning activities and demographics, which are 25% and 23%,
respectively.

According to the characteristics of offline education data, this paper designs a model based on
the graphical neural network and recurrent neural network to predict students’ learning performance.
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The introduction of the graph neural network aims to solve the impact of small sample size and sparse
data. And the introduction of the bidirectional recurrent neural network aims to discover the evolution
pattern of students’ ability and knowledge structure over time. Specifically, the goal of the model is to
predict students’ performance in the next semester by using their previous course performance. The
main contributions of this paper are as follows:

1) In the data preprocessing stage, the matrix decomposition technology is adopted to fill in the
null scores, which makes the filled values more reasonable and conducive to the prediction
performance of the model.

2) A graph neural network for automatic feature extraction and similarity calculation is proposed
to obtain the representation of students, which not only considers the characteristics of students
themselves but also synthesizes the characteristics of similar neighbors.

3) The bidirectional recurrent neural network is introduced to capture students’ knowledge
structure and capability evolution characteristics based on their previous course achievements.

4) Extensive experimental results show that the proposed model has better prediction perfor-
mance than the baselines in many indicators.

The remainder of this paper is structured as follows. Section 2 presents some literature related to
data mining and academic achievement prediction, followed by a detailed description of the proposed
model in Section 3. Section 4 describes the dataset used for evaluation. Section 5 is the experiments
and discussions. The conclusion and future work are presented in Section 6.

2 Related Works

EDM is a new interdisciplinary field of research devoted to developing methods for analyzing
data in the educational context to resolve educational issues. It involves domains such as pedagogy,
psychology, statistics, machine learning, data mining, etc., and has consequently attracted growing
research interest. There has been a significant amount of research on the application of computer
technology in education in recent decades. And many literature reviews studied the progress in this
field. For instance, Romero et al. [10] discussed some critical issues in EDM, such as the development
of EDM, educational data sources, tools, and datasets. Dutt et al. [12] examined the literature on clus-
tering algorithms and their applicability and usability in the context of EDM from 1983 to 2016, then
pointed out EDM’s future development directions and research approaches. Charitopoulos et al. [33]
reviewed studies conducted between 2010 and 2018 and evaluated the feasibility of various Machine
Learning methods used in education. Xiao et al. [21] reviewed many essential studies on predicting
student performance from 2016 to 2021, synthesized the process of developing a student performance
prediction model, and put forward some suggestions for future work.

Predicting students’ academic performance is one of the most critical applications in EDM, which
can monitor student progress in learning and identify students at risk of failure in advance [27].
Academic performance prediction can be broken down into different levels of granularity, such as
question level, course level, and overall achievement. For instance, Marina et al. [34] proposed methods
by integrating the time-delay neural network and the recurrent neural network to predict whether a
student will answer the next exam question correctly based on their previous interactions in the course.
Similarly, Venktesh et al. [35] designed a model that can dynamically choose exam questions according
to the learner’s learning profile by predicting the difficulty level of each question in the learning
platform database. Course level prediction is typically based on students’ performance in previous
courses, their learning behavior over a specific period, and other information to predict the outcome
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of the course they are learning or will learn. Strecht et al. [36] used data extracted from the university
information system to predict the future course result of a student. Many popular classification and
regression algorithms were tested in their experiments, including decision trees, SVM, Random Forest,
and AdaBoost. The input variables are age, sex, marital status, nationality, delayed courses, etc. For the
classification task, the goal is to predict whether students will pass the course, while the regression task
is to predict the possible score of students in the course. Their experiments found that Random Forest
performed significantly better in regression tasks, while decision trees and SVM obtained the best
results in classification tasks. Overall achievement prediction means to predict students’ comprehensive
performance, such as GPA, whether they graduate on time. E.g., Asif et al. [22] investigated the
possibility of predicting the graduation performance in a four-year university program using only the
pre-university grades and the grades from the first and second-year courses. Many algorithms were
examined in their experiments, and the results show that different classifiers have different advantages
and disadvantages regarding prediction. It is a challenge to deal with all situations using a single
predictor.

More and more machine learning algorithms successfully applied in other fields are being
introduced to education. Alharbi et al. [37] explored using different prediction algorithms to predict
college students’ grades, such as K-Nearest Neighbor (KNN), Singular Value Decomposition (SVD),
and Non-negative Matrix Factorization (NMF). Many literature [38–40] adopted Matrix Factoriza-
tion (MF) to learn the embedding for each student and course and predicts the grades based on
corresponding vector embeddings of the course and student. Anand [14] adopted machine learning
classification models, including Decision Tree (DT), AdaBoost model, Support Vector Machine
(SVM), and Artificial Neural Networks, to predict the performance of students. They conducted
experiments on 112 instances with 15 variables, including nine scores from the previous courses. And
the students are classified into two categories marked as 1 or 0 based on the percentage a student has
scored. In addition to using a single classifier for prediction, researchers also try to combine multiple
classifiers for prediction [41].

Among many machine learning approaches used in student academic performance prediction,
Decision tree (DT), Linear Regression/Logistic Regression (LR), and Naive Bayes (NB) are the most
popular ones [1,13,42–44]. It is mainly due to two reasons: one is that they are simple and easy to
implement, while the other is that they are more interpretable. When the predicted targets are numerical
values, LR refers to linear regression; when the predicted targets are categories, LR refers to logistic
regression. For instance, Polyzou et al. [43] used LR to predict students’ future course outcomes based
only on the student’s performance in previous courses. El Aissaoui et al. [44] studied the impacts of
multiple factors on students’ academic performance and adopted a multiple linear regression model to
predict a student’s final grade. Their approach considers many attributes, such as the student’s school,
age, family size, and parent’s cohabitation status. Then the essential variables are selected as the model’s
inputs based on the preliminary analysis.

With the advance of Artificial Neural Networks (ANN) and its successful application in other
fields, such as natural language processing [45] and computer vision [46], it is gradually being employed
in the field of education. Lau et al. [47] adopted conventional statistical analysis and Artificial Neural
Network (ANN) to predict the undergraduate student’s Cumulative Grade Point Average (CGPA)
based on the data of their socioeconomic backgrounds and entrance examination results. Conventional
statistical evaluations are used to identify the factors that likely affect the student’s performance, and
the obtained results are input to the ANN for prediction. In their research, they found that female
students outperform male students, and the location of the student, whether rural or urban, has no
effect on the results. Similarly, Naser et al. [48] introduced ANN to predict students’ performance
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before the second year of the engineering major to determine which students are likely to learn
engineering major successfully and then to make the process for students to choose the engineering
major more effectively and efficiently. They took into account many factors in their model inputs, such
as the high school scores, scores of science and technology-related subjects, CGPA obtained during the
first year, and gender of the student. The model performed well, and the prediction accuracy exceeded
80%. Ramanathan et al. [49] proposed a framework for classifying students into three levels: low,
middle, and high, based on 16 student attributes such as gender, nationality, place of birth, and so
on. The feature selection procedure and the long and short-term memory recurrent neural networks
(LSTM) [50] were introduced to reduce time consumption and improve prediction accuracy.

In general, the existing research on predicting students’ future course performance mainly focuses
on the linear or nonlinear combination of characteristics, such as personal information, past course
performance, etc. There is little literature [31,39] dives into the deeper relationship between curriculum,
students, and grades. To some extent, students’ achievements in a particular course can reflect the
implicit requirements of the course for different capabilities and the capabilities that students have.
The model’s prediction performance can be improved by obtaining an accurate feature representation
of students and courses. The collaborative filtering technology based on matrix factorization [51], as
well as the recently proposed graph neural network [52], have shown promising results in feature repre-
sentation learning. Besides, many studies [11,21,32] demonstrated that students’ previous achievements
have a significant influence on students’ future course performance. Inspired by this, this paper studies
the capability representation of students based on their past performance to predict their performance
in future courses.

3 Proposed Model

In this section, we will describe the details of our proposed model. Generally speaking, The
model consists of three parts: data preparation and preprocessing, feature extraction, and academic
prediction. Matrix factorization is a technique widely used in recommendation systems. It can identify
the relationship between item and user entities by mapping them to a common low-rank space. Inspired
by this, we introduce matrix factorization to study the relationship between students and the course
and based on it to fill the empty scores in the data preparation part. And for the feature extraction, we
adopt the graphical neural networks to get more information from similar neighbors and introduce
the recurrent neural networks to learn the representation of characteristics of the students’ knowledge-
evolving process. Finally, input the learned students’ comprehensive representation into the fully
connected network to predict their academic performance in the target course. The workflow of the
proposed model is shown as Fig. 1.

The specific implementation process is divided into two steps. The first step is to obtain student
grade data from the academic administration system, and use matrix factorization technology to
obtain the representation vectors of students and courses, and fill in the blank values in the grade
table. This is completed by Part 1 of the workflow. Step 2 uses the student representation vectors and
course representation vectors obtained in Step 1 to form a vector representation of the student score
vector sequence and input it into GRU to obtain one way of the student feature representation, and its
implementation is shown as Eqs. (5)–(11); Input the filled scores into the MLP of the feature extraction
part to obtain the second way of the student feature representation, and its implementation is shown
as Eqs. (12)–(18), then concatenate the two ways of representation vectors to form a comprehensive
student feature vector representation, shown as Eq. (19). This is the feature extraction part. Then
input the concatenated vector into a fully connected network for performance prediction, shown as
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Eq. (20). And this is the performance prediction part. The second step includes the second and third
parts of the workflow, which are a whole, and the parameters of the two parts are obtained through
backpropagation.

Figure 1: Workflow of the proposed model

3.1 Data Preparation and Preprocessing
For using the previous achievement to predict students’ performance, the first step is to collect

students’ historical academic records data and then use proper methods to process the data into a data
form suitable for models. The raw data are extracted from an university educational administration
system. Each student has a personal grade sheet that records their results on the course they took. The
collected score data should be processed to the table form to fit the model input, in which each row
of the table represents a student, and each column represents a course. It should be noted that if the
score management system provides the export function of data in this format, this step can be skipped.
Due to the diverse nature of courses in universities, such as mandatory and elective courses, and the
courses taken by students in the same major are not entirely the same, there are many blank values in
the table. Next, a crucial step here is to fill in the null score data. Since the courses in the university
have different characteristics, some are compulsory courses, and some are elective courses. Students
can have various choices for the elective courses and eventually learn similar knowledge. It makes the
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score table G ∈ RN×M sparse and with many empty values. Here N is the number of students, and M is
the number of previous courses chosen for the model. Therefore, it is necessary to take some strategy
to fill the empty values in the grade table, where the elective course the student did not take.

The latent vector representation is a technology widely employed in current data mining and deep
learning domains to represent various feature attributes of objects as an abstract dense real vector. An
earlier application of this aspect is low-rank matrix factorization (MF) [51], a popular technique used
in recommendation systems. As a latent factor model, it maps users and items to the same dimension
shared latent factor space and uses the inner product of these hidden vectors to represent user-item
interactions.

In the learning and assessment process, whether a student can get high scores depends on the
course’s capability requirements and the student’s capability in these aspects. Each course aims to
cultivate particular abilities, such as students’ computing ability, mathematical logical ability, language
expression ability, etc. Through students’ performance in the learned courses, we can infer their ability
in some aspects. If the capabilities required by the predicted course are what the students have, they are
more likely to get high marks in this course. Motivated by this, our approach is based on representing
students’ capability components and the courses’ capability requirements. We get students’ ability
representation according to their achievements in the learned courses. At the same time, we obtain the
representation of the ability requirements for a specific course according to all students’ achievements
in this course.

The basic idea of matrix decomposition technology is to map two kinds of related things to
a common low-dimensional vector space. In the educational situation, courses and students are
related to each other. And they can be represented as a vector of k dimensions latent space, and
each dimension corresponds to one of the knowledge components. The course vector represents
the knowledge components required by the course, while the student vector represents their level of
knowledge of the corresponding knowledge components. For instance, use the vector qs ∈ R

k for
student s, and the vector pc ∈ R

k for course c. The inner product of two vectors can express the degree
of coincidence between students’ capabilities and curriculum requirements. For a specific student s, the
element of vector qs indicates the extent of ability the student holds in a particular aspect. Similarly, for
a specific course c, the elements of vector pc indicate the course’s required ability in a specific aspect.
The inner product qT

s pc represents the fitness degree between the quality of student s and the capability
requirement for course c. Suppose the examination papers are reasonable and the students normally
perform in the examination. In that case, the student’s examination score in course c reflect the degree
of matching between the student’s ability and the course’s ability requirements. Thus, if we have the
vector representation qs of student s and the vector representation pc of course c, we can estimate the
score that student s will get on course c by Eq. (1).

ĝsc = qT
s pc (1)

Based on the historical score table, estimating the representation of students and the learned
courses is actually to optimize Eq. (2).

min
q∗

s ,p∗
c

∑
(gsc − qT

s pc)
2 (2)

here gsc is the known marks student s got in the learned course c.

The implementation process of obtaining student and course vectors is as follows: (1) randomly
generate each student vector and each learned course vector; (2) calculate the predicted score ĝsc of
the student s on course c through the corresponding qs and pc according to Eq. (1); (3) use the known
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gsc and the predicted ĝsc to calculate the loss according to Eq. (3); (4) update the qs and pc through
backpropagation.

Loss =
∑

(gsc − ĝsc)
2 (3)

After obtaining all student and course vectors, fill in the null score values according to Eq. (1).

3.2 Feature Extraction
To better predict students’ academic performance in a specific course, we need first to extract

the representation of students’ characteristics. Many factors, internal and external factors, can
influence a student’s achievements in a course. Internal factors include students’ knowledge capability
structure, whether careless, etc. And the external factors include the course knowledge and capability
requirements, the difficulty of the course, and so on. According to the characteristics of discipline, each
course has its particular ability training objectives. And the course scores of a student in the previous
semesters form a sequence, which reflects students’ abilities in various aspects and their evolution to
a certain extent.

In order to capture various aspect features and represent students more comprehensively, Multi-
layer Perceptrons (MLP), Graph Neural Networks (GNN), and Recurrent Neural Network (RNN) are
introduced in the feature extraction part of the model. MLP is used to extract vector representations
of knowledge structure and ability features based on students’ past performance in various courses.
Using GNN for feature representation extraction can integrate neighbouring features that are similar
to one’s own performance. This way, when predicting one’s performance in a certain course, it is
equivalent to referring to the performance of those who are similar to one’s own characteristics, thus
can obtain a more reasonable feature representation. The introduction of RNN is aimed at obtaining
the evolutionary characteristics of students’ various knowledge and abilities.

The Recurrent Neural Network (RNN) [53] is a type of artificial neural network in which a node’s
output is determined by the current input and the hidden state that contains the information about the
previous inputs. The inherent characteristics of RNN make it capable of exhibiting temporal dynamic
behavior. LSTM [50] and GRU [54] are two excellent RNNs, which have been successfully applied in
sequential or time-series related data, such as natural language processing and weather forecasting.
The performance of LSTM and GRU is similar, and both can learn long-term dependencies between
data. In general, GRU has fewer parameters and is faster than LSTM because GRU has two gates
while LSTM has three gates. Therefore, our model adopts the GRU to learn the representation of
students’ capability composition and its evolution process.

The student’s final score in a course is the summation of the scores in each knowledge point, which
is a comprehensive reflection of the matching degree of the student’s capabilities and the corresponding
ability requirements of the course. Therefore, even if two students get the same final score in one
subject, they may still have different capabilities components. To convert a student’s score in a specific
course into their capability composition representation, we perform an element-wise multiplication
of the student vector and the corresponding course vector obtained in the data preparation stage to
represent the student’s ability composition vector. Specifically, if qs and pc are the vector representations
of student s and course c, respectively, then the score of student s got on course c can be calculated as
Eq. (1). The vector representation of this score can be calculated as Eq. (4).

Vsc = qs � pc (4)
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where � indicates the element-wise multiplication. Vsc ∈ R
k reflects the capability composition of the

student s in course c. For a course score matrix G ∈ R
|S|×|C|, |S| is the number of students, |C| is the

number of previous courses chose for the model, s ∈ S and c ∈ C, qs ∈ R
k and pc ∈ R

k, where k
is the number of dimension of the capability components. If a student does not select a course, the
corresponding value in the score matrix is null. Here, it also is represented with the learned vectors
of students and courses in the data preparation stage. Thus, each student has |C| vectors with the
dimension of k, which forms the vector sequence. Then input the vector sequence into the GRU neural
networks to obtain a comprehensive representation of the student’s final ability structure and ability
evolution process. The hidden state ht of GRU at time t can be computed by Eqs. (5)–(8), while σ(·)
and tanh(·) are nonlinear activation functions that can be defined as Eqs. (9) and (10), respectively. In
Eqs. (5)–(8), xt is the input vector at time t, ht is the output at time t. Initially, for t = 0, the output
vector h0 = 0, and here the operator � denotes Hadamard product, and [·, ·] denote concatenate
operation. Here, t ∈ [1, |C|] and xt ∈ R

k is the tth course vector calculated using Eq. (4). ht ∈ R
k′ , where

k′ is the dimension of the hidden state of GRU. W r, W z, W , br, bz and bh are the learnable parameters.

rt = σ
(
[ht−1, xt]W r + br

)
(5)

zt = σ
(
[ht−1, xt]W z + bz

)
(6)

h̃t = tanh
(
[rt � ht−1, xt]W + bh

))
(7)

ht = (1 − zt) � h̃t + zt � h(t−1) (8)

σ(z) = 1
1 + e−z

(9)

tanh(z) = ez − e−z

ez + e−z
(10)

In practice, it is difficult to determine the exact order of each course in the same semester with
only the results of each semester. Because the order of course scores in the same semester is arbitrary
when organizing the data. However, sometimes the courses offered in the same semester also have
a specific order in the discipline cultivation plan, and some courses are preliminary for others. For
instance, given a twenty-week semester, some courses may be scheduled in the first ten weeks, and
others may be arranged in the last ten weeks. To better deal with such a situation, we employed the
bidirectional GRU (BiGRU) to get the scores’ forward and backward sequence vector representation.
Then concatenate the two vectors of each direction to form the representation of the student.Eqs. (5)–
(8) indicates the calculation of the hidden sequences along one direction of GRU. If we denote this
procedure as GRU(ht−1, xt), then the BiGRU computes the student’s forward and backward hidden
vectors

−→
h t and

←−
h t, respectively. Then contact the two direction vectors to make the student vector

representation S1∗. And the computation procedure of S1∗ can be expressed as Eq. (11). For example,
there are |C| courses, x1, x2, ..., x|C| is the forward vector sequence, and input to GRU to get

−→
h t. And

x|C|, x|C|−1, ..., x1 is the backward vector sequence, and input to GRU to get
←−
h t. Here,

−→
h t,

←−
h t ∈ R

k′ .⎧⎪⎨
⎪⎩

−→
h t = GRU(

−→
h t−1, xt)←−

h t = GRU(
←−
h t−1, xt)

S1∗ = Concate(
−→
h t,

←−
h t)

(11)
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In addition to personal capability, students’ course performance is also related to the intrinsic
characteristics of the course. For example, some courses are very difficult, and students’ scores in
these courses are generally low. Therefore, when predicting students’ performance in a specific course,
we should also refer to the performance of other students with similar characteristics in this course
to make a more reasonable prediction. And some studies are based on such traits to predict student
performance. For instance, Alharbi et al. [37] studied use K-Nearest Neighbor (KNN) algorithm to
predict students’ performance in the course. In recent years, graphical neural networks (GNN) [52]
have been successfully applied in many fields, such as relationship mining, medical diagnosis, and
personalized recommendation.

In many cases, especially when the number of samples is small, or the data is sparse, the graphical
neural networks perform better than many other methods. The graph neural network’s main idea is
to fully use and reference similar neighbors’ information when making predictions or inferences. The
operation between the Graph Convolution Layers proposed by Kipf et al. [52] can be illustrated as
Eq. (12).

H (l+1) = σ(D̃− 1
2 ÃD̃− 1

2 H (l)W (l)) (12)

where Ã is the adjacency matrix with self-connections, which indicates the relationship among nodes.
D̃ii = ∑

j Ãij and W (l) is a trainable weight, H (l) ∈ RN×D is the node features in the lth layer, and N is the
number of nodes, D is the vector dimensions of each node in the lth layer. σ(·) denotes the activation
function. It can be seen that Eq. (12) mainly contains two types of operations. One is mapping the node
features in lth layer to a new space, which is achieved by H (l)W (l). The other is aggregating the relevant
nodes, which is implemented by multiplying D̃− 1

2 ÃD̃− 1
2 . And D̃− 1

2 ÃD̃− 1
2 is performed to normalize the

adjacency matrix Ã.

Inspired by the literature mentioned above, we introduce the graph neural network to our model
to get a better representation of the students. Since the primary motivation of GNN is to aggregate
the corresponding neighbors, thus the key to the problem is to obtain the representation of the
node’s neighbor information, also known as the adjacency matrix. In graphical neural networks, one’s
neighbors usually refer to related or similar objects. However, the relationship and similarities between
students are not explicitly provided in our situation, which needs to be constructed. In this paper, we
introduced the automatic learning mechanism to obtain the similarity between students in terms of
capability and knowledge structure. This is different from other methods [31], as it does not require
the use of complex rules to extract relevant features of students and courses. Instead, it automatically
obtains features and their relationships through end-to-end training of the model. Concretely, the
previous semester scores, of which null values have been filled in, of the students are input into a two-
layer Multilayer Perceptron (MLP) to get the vector representation of students and then calculate the
similarity of students based on the vectors learned through the networks. The two-layer Multilayer
Perceptron can be expressed as Eq. (13).

Y = f (W2, ϕ(f (W1, X))) (13)

ϕ(x) = max(0, x) (14)

where f (·) denotes one fully connected linear layer, W1 and W2 are the learnable parameters matrix
learned through backpropagation. ϕ(·) denotes the nonlinear activation function, and here we adopt
the rectified linear uit (ReLU) [55] function that can be represented as Eq. (14). X is a vector composed
of numerical scores in which the null values have been filled in the data preparation stage. Y is the
learned vector representation of the students. The student similarity is based on the learned vectors,
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and the cosine similarity metric is adopted in this paper. The cosine similarity between two student
vectors A and B is computed as Eq. (15). And k is the dimension of the learned vectors,

sim(A, B) =
∑k

i=1 AiBi√∑k

i=1 A2
i

√∑k

i=1 B2
i

(15)

Ãi,j = sim(si, sj) (16)

For a dataset with N students, the adjacent matrix Ã of students can be calculated as Eq. (16),
where i, j = {x|x ∈ Z ∧ 1 � x ∧ x � N} and si, sj ∈ S. In fact, Ã represents an undirected graph
G = (V , E), where V = {v1, ..., vN} and E are vertices and edges, respectively. It indicates the similarities
among the students. Intuitively, different student similarity has different reference significance for
prediction. If the students’ characteristics are more similar to the predicted student’s, their performance
in the target predicted course would be of more reference value. Taking this into account, we should
give different weights to one’s neighbors according to the similarity values of the neighbor. After
calculating the similarity value between each pair of students through Eq. (16), we normalize each
student’s neighbors’ similarity to obtain each neighbor’s similarity weight. Here, the softmax function
is introduced to calculate the similarity weights according to the similarity values. And the weighted
adjacency matrix can be computed by Eq. (17).

Ai,j = eÃi,j

∑N

j=1 eÃi,j
(17)

Then the student’s representation S2∗ can be recalculated by concatenating the features of itself
and the neighbors. One’s self-feature vector Y can be obtained through Eq. (13), and the weighted
adjacency matrix A can be obtained by Eq. (17). Thus the final representation S2∗ can be expressed as
Eq. (18).

S2∗ = Concate(Y , AY) (18)

3.3 Academic Performance Prediction
The prediction is performed based on the learned student feature representation. In the previous

subsections, we adopted two methods, bidirectional GRU and Graph Neural Networks, to calculate
the vector representation of students, and each student got two vectors, S1∗ and S2∗, respectively. Then
concatenate the two vectors to form a more comprehensive representation for the student S, which
can be expressed as Eq. (19).

S = Concate(S1∗, S2∗) (19)

Then input the vector S to the neural networks to predict the student’s performance on the target
course. What we adopt here is a one-layer, fully connected neural network. Therefore, the predicted
score ĝ of student S in the target course can be expressed as Eq. (20).

ĝ = fW ,b(S) = b +
K∑

i=1

WiSi (20)

where Wi is the weight of the ith element of the student’s final representation vector S. b is the bias, K
is the dimension of vector S.
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4 Dataset

Almost all university educational management systems store the students’ course achievements.
Using the previous course results to predict the upcoming course grades is very important for
education managers, instructors, and students. Predicting student’s performance in the fifth semester
is even critical. It is because, currently, many universities require students to choose their majors at
the end of the second semester of their sophomore year, that is, at the end of the fourth semester.
Predicting students’ academic performance in the fifth-semester courses can not only guide them to
select courses but also guide them to decide on their major discipline.

For performing the early prediction, longitudinal academic achievement data is needed. And the
dataset used in this study is retrieved from the educational management system of a public university
in China, which includes 1225 students from the 2017 to 2019 academic year, covering six discipline
specialties. There are 44 courses in the data set, twelve of which are courses offered in the fifth semester
by different disciplines, and they are the target prediction courses. The results of all courses are
represented with a numeric value range between 0 and 100. And the courses that are not marked
with numeric values have been omitted. The completion of a specific course required a score of at
least 60. Students with achievement scores below 60 mean they failed the course, and those above
60 are successful. In higher education, students who fail to pass their courses are forced to retake
them before graduation. In this case, such students may obtain multiple scores for the same course in
different semesters, and we only consider the scores obtained in the earliest semester.

All twelve target courses are the professional core courses offered by the College of Computer
Information and Engineering, including RFID principle and application, microcomputer principle
and interface technology, communication principle, etc. For the convenience of representation, we
denote the twelve courses as C1, C2, ..., C12, respectively. To make predictions, we first extract the
students who attended the related courses from the total dataset to form twelve sub-datasets. The
attributes of university courses may vary. Some are required courses, and some are optional courses.
Students must take mandatory courses in a specific semester, while elective courses are more flexible. It
will result in sparse course score data. For those courses with fewer students, the scores in that column
are mainly empty. If there are too many null values, it will increase the difficulty of data preprocessing
and reduce the accuracy of filling values. We set a threshold for choosing the previous courses to obtain
a more predictable dataset. For example, only the courses selected by more than 80% of the students
in the target courses are retained. Table 1 briefly describes the dataset used in this paper. The course
score is between 1 and 100, and the distribution of each target prediction course score is shown in
Fig. 2.

Table 1: Description of the dataset

Course Samples Min Max Mean Var

C1 166 60 99 73.92 163.82
C2 240 60 94 77.10 61.98
C3 230 53 94 76.03 60.36
C4 391 49 95 70.73 74.67
C5 174 55 99 80.31 80.62
C6 128 77 100 87.16 21.41

(Continued)
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Table 1 (continued)

Course Samples Min Max Mean Var

C7 243 60 91 74.03 40.58
C8 239 60 94 78.16 93.48
C9 173 40 87 67.98 76.05
C10 447 50 95 73.16 61.71
C11 345 60 96 75.52 66.86
C12 201 56 92 74.61 68.61

Figure 2: Course score distribution of the dataset

5 Experimental Results and Discussion
5.1 Baselines

For comparing and evaluating the effectiveness of the proposed model, many commonly used
EDM methods are adopted as the baselines, including Naïve Bayesian (NB), Linear Regression
(LR) [43,44], Decision Tree (DT) [1,42], k-Nearest Neighbors(kNN) [56], Gradient Boosting Regres-
sion(GB) [57], Support Vector Machine (SVM) [58], Artificial Neural Network (ANN) [20,47] and
what we adopted here is the three-layer Multilayer Perceptron. Shahiri et al. [11] indicated that ANN
and DT are the two approaches highly used by researchers for predicting student’s performance. In
practice, most of these methods are used to solve education-related problems and as the baseline
methods in many EDM literature [31].

5.2 Metrics
For value prediction, Mean Absolute Error (MAE) and Mean Square Error (MSE) are the two

commonly used indicators measuring the difference between the predicted value and the actual true
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value. The smaller the value, the better. Given N instances, the prediction error for instance i is
calculated as Eq. (21):

ei = gi − ĝi for (i = 1, 2, 3, ..., N) (21)

where gi is the ground truth value for instance i, and ĝi is the predicted value for instance i. Then MAE
and MSE are calculateed as Eqs. (22) and (23), respectively.

MAE = 1
N

N∑
i=1

|ei| (22)

MSE = 1
N

N∑
i=1

e2
i (23)

In addition to using the hundred-point score system to express students’ course achievement
results, the grading system is another commonly adopted measure. For example, the widely used five-
level grading system in china is excellent, good, medium, poor, and failed. Table 2 shows the grade
levels and their associated numerical score ranges. Predicting which level of students’ course learning
achievements can be viewed as an ordered category classification prediction issue, and its frequent
evaluation measure is the Percentage of Tick Accuracy (PTA) [37]. For calculating PTA, the first
step is to convert the ground truth score values, and the corresponding predicted score values to the
grade level. And then calculate the ticks difference between two consecutive grade levels based on the
predicted grade level and the ground truth grade level. The PTAs are calculated as Eq. (24).

PTAi = TPi

N
(24)

where N is the total number of instances, TPi is the number of instances that the tick difference is i,
PTAi is the percentage of instances that the tick difference is i, and here i ∈ {0, 1, 2, 3, 4}, when i = 0,
it means that the predicted level is the same as the ground truth level.

Table 2: Correspondence between grade level and score range

Grade level Numerical score range

Excellent 90–100
Good 80–89
Medium 70–79
Poor 60–69
Failed 0–59

5.3 Experimental Setting
The experiments were carried out on a desktop PC with 20 GB main memory, 2.4 GHz Intel(R)

Core(TM) i5 6200U processor, and 64-bit Windows 10 operating system. The proposed model is
implemented in Python 3.9 using the PyTorch 1.12.1 library. In the training phase, mean squared
error is adopted as the loss function. The Adam optimization algorithm is used to optimize the loss
function, the learning rate is set to 0.01, and the weight decay is set to 0.01. For deep learning, when the
sample size is insufficient, the most likely problem is overfitting. The main cause is that the capacity
of the model is oversize for the data set sample size. Common solutions to this situation include early
stopping, regularization, and dropout [59]. This paper adopts model capacity limitation and dropout
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methods. Specifically, to avoid the issue of over model capacity, we set the dimensions of the student
and course representation vectors of the model to be the same as the number of courses in the data
set. And the dimensions of the GRU hidden state to be consistent with them. Meanwhile, during
the model training process, the fully connected (FC) layer for academic prediction adopts dropout
technique, with a dropout ratio of 0.5.

Cross-validation is a resampling method used to estimate how accurately a model will perform
in practice. And the K-fold cross-validation is a commonly used strategy for estimating the skill of
machine learning models, especially when the number of the dataset size is relatively small. It randomly
divides the set of observations into K folds of approximately equal size. Each time, use one fold as the
test set and the rest as the training set to train the model parameters. Our experiments are similar
to the K-fold cross-validation approach. And the specific operations are as the following two steps
for each sub-dataset of the target prediction course: (1) randomly split the dataset into a training set
(70%) and a testing set (30%), and use the training set for model parameters tuning. The testing set is
to evaluate the model performance; (2) repeated the process (1) ten times. Following these procedures,
each method performs ten rounds on each target course with a different training and testing dataset.
Then the final result of each course is the average of the effects on the ten test sets.

5.4 Results and Discussion
Figs. 3 and 4 show the average results of various methods on 12 target courses. Fig. 3 is the results

for the MSE indicator, while Fig. 4 is the results for the MAE indicator. From the results of Figs. 3
and 4, it can conclude that the overall performance of the proposed model is better than that of the
baselines on both MSE and MAE indicators because the proposed model obtained much lower MSE
and MAE values than the baselines. Among the baselines, Bayesian and GradientBoosting performed
best on MSE indicators, followed by LinearRegion, SVM, and K-NearestNeighbors. In comparison,
the DecisionTree and MLP performed the worst, especially the DecisionTree, whose MSE value is
much higher than other methods. In terms of MAE indicators, it can be seen from Fig. 4 that Decision
Tree and MLP are still the two models that perform worst, while the effect of others is similar.

Figure 3: Average MSE of each model
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Figure 4: Average MAE of each model

Table 1 shows the variance of each target course score, and Table 3 shows the detailed results of
each model on the MSE indicator. As can be seen from Tables 1 and 3, except for DecisionTree and
MLP, the MSE value of each method is smaller or very close to the variance of the target course scores,
which means that these models are effective in predicting the course performance using the previous
course performance. It can also be observed that when the data variance is significant, as shown in
Table 1 and Fig. 2, the prediction effect of DecisionTree is much worse, such as its performance in
courses C1 and C8. In addition, when the data is very concentrated, it is more challenging to build
accurate and effective prediction models. For example, although the MSE value of each model on
course C6 is minor, the prediction effect of each model is not significant. It is because the variance of
the course score is only 21.44, and the MSE of each model is greater than 21.44 except TWNN, which
is just a little smaller than it. In other words, using the average score of the course as the predicted
result of the course is better than the predicted result given by the model. There may also be another
reason for the poor effect of the model, which is the problem of sample size. For course C6, the number
of samples is too small, with only 128 instances total, which is not conducive to training the model.

Table 3: MSE result on courses of the models

Model C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12

Bayesian 111.20 43.85 45.40 56.98 65.47 22.57 41.21 77.30 68.03 48.65 67.52 49.35
DecisionTree 232.86 94.80 96.43 106.26 95.71 36.68 61.56 125.81 109.29 78.48 104.58 79.21
GradientBoosting 131.50 53.82 50.85 58.34 60.95 22.12 37.09 76.71 53.00 43.57 59.07 48.55
K-NearestNeighbors 130.66 55.39 54.77 61.80 64.96 25.80 37.23 88.89 57.67 46.06 62.09 48.77
LinearRegression 110.16 44.57 46.79 59.52 75.46 24.10 43.19 79.18 73.81 49.01 70.09 50.69
MLP 146.65 61.60 61.46 71.67 81.48 22.89 43.19 95.59 81.92 62.50 66.35 70.69
SVM 153.06 49.07 52.38 54.67 64.51 21.88 35.56 82.42 58.93 40.74 60.41 52.90
TWNN 108.21 43.99 44.26 52.87 53.18 21.33 35.57 71.24 47.47 40.27 57.15 40.84
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Table 4 shows the detailed results of each model on the MAE indicator. It can be seen from Table 4
that TWNN has good accuracy in predicting scores, and its prediction error is much lower than other
methods in most courses. For example, although the score distribution of course C10 is relatively wide,
its highest score is 95, and the lowest score is 50, while the average prediction error of TWNN is only
5.06.

Table 4: MAE result on courses of the models

Model C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12

Bayesian 8.95 5.48 5.56 5.87 6.37 3.77 4.97 7.39 6.17 5.62 6.85 5.55
DecisionTree 11.50 7.75 7.76 8.17 7.79 4.83 6.23 8.78 8.21 7.09 8.10 7.09
GradientBoosting 10.08 6.08 5.87 6.14 6.33 3.72 4.70 7.35 5.89 5.38 6.43 5.66
K-NearestNeighbors 9.56 6.07 5.96 5.97 6.40 3.96 4.86 7.73 6.15 5.50 6.33 5.63
LinearRegression 8.65 5.43 5.56 5.91 6.71 3.81 5.15 7.38 6.40 5.64 6.88 5.60
MLP 10.57 6.51 6.56 6.94 7.29 3.79 5.10 8.28 7.27 6.47 6.79 6.81
SVM 10.71 5.79 6.04 5.78 6.41 3.74 4.52 7.65 6.24 5.14 6.36 5.88
TWNN 8.68 5.37 5.29 5.71 5.99 3.65 4.52 7.02 5.54 5.06 6.22 5.16

Table 5 shows the Percentage of Tick Accuracy of the models. And it can be seen that for a five-
level grading system, TWNN can predict the exact grade level of students in a coming course, and
the accuracy is 51.67%. And the accuracy with one tick error is 44.71%. The total percentage of
tick accuracy with equal or less than one tick is 96.38%. It is beneficial for finding at-risk students.
Because for a five-level system with excellent, good, medium, poor, and fail, if a student’s performance
is predicted as the fail level, its probability of failing the course or getting poor academic performance
would be more than 96%. And such students need to be given special attention or take necessary
measures.

Table 5: Percentage of tick accuracy of the models

Model TPA0 TPA1 TPA2 TPA3 TPA4 TPA0 +TPA1

Bayesian 0.4749 0.4641 0.0595 0.0013 0.0001 0.9391
DecisionTree 0.4171 0.4551 0.1157 0.0119 0.0001 0.8723
GradientBoosting 0.4724 0.4695 0.0573 0.0008 0.0000 0.9419
K-NearestNeighbors 0.4861 0.4529 0.0591 0.0019 0.0000 0.9390
LinearRegression 0.4834 0.4599 0.0551 0.0012 0.0003 0.9433
MLP 0.4114 0.5234 0.0646 0.0007 0.0000 0.9347
SVM 0.4722 0.4744 0.0513 0.0021 0.0000 0.9465
TWNN 0.5167 0.4471 0.0347 0.0014 0.0000 0.9638

5.5 Ablation Experiment
To understand the effectiveness of each component in the proposed Two-Way Neural Networks

model, we conducted the ablation experiment study. And Table 6 shows the detailed results of the
ablation experiment. And the way column in Table 6 indicates different component combinations,
where 2 ways means the combined effect of the bidirectional GRU and graph two parts, GRU indicates
the effect when only the bidirectional GRU part works, and graph indicates the effect when only the
graph part works. As seen from Table 6, the combined effect of the two parts is better than that of any
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single one in terms of average effect in all target courses. Of the two components, the graph part plays
a significant role in the model. Adding bidirectional GRU to the graph will significantly improve the
model’s performance in some cases, such as in course C10. While in some cases, it will degrade the
model’s performance, such as in course C1 and course C5. Further research found this may be related
to the data set’s distribution characteristics and sample size. When the bidirectional GRU part is added
to the graph part, the capacity of the whole model increases, and more training samples are needed
[60]. If the sample size is insufficient, the model cannot be effectively trained, which will reduce the
effect of the model. And the sample size of courses C1 and C5 is too small, and the total sample size
is only 166 and 174, respectively, much smaller than the size of course C10.

Table 6: Ablation experiment results

Metrics Way C1 C2 C3 C4 C5 C6 Way C7 C8 C9 C10 C11 C12 Average

MAE 2ways 8.68 5.37 5.29 5.71 5.99 3.65 2ways 4.52 7.02 5.54 5.06 6.22 5.16 5.68
MAE graph 8.54 5.40 5.29 5.70 5.88 3.58 graph 4.71 6.98 5.50 5.30 6.28 5.20 5.70
MAE gru 8.84 6.28 5.61 6.31 6.92 3.62 gru 5.03 7.52 6.46 5.85 6.51 5.64 6.22
MSE 2ways 108.21 43.99 44.26 52.87 53.18 21.33 2ways 35.57 71.24 47.47 40.27 57.15 40.84 51.37
MSE graph 106.28 42.65 44.68 52.64 52.77 20.55 graph 38.33 70.40 45.91 43.06 58.72 40.86 51.41
MSE gru 115.26 57.70 49.23 63.79 70.59 21.23 gru 41.65 80.07 67.57 51.94 62.96 48.48 60.87

Besides, from Tables 3, 4 and 6, we can also find that among the three deep learning models: MLP,
GRU, and GNN, GNN perform best, followed by GRU, and MLP performs the worst. The reasons
may be due to the fact that the GNN model not only uses the potential feature information extracted
from the students’ previous achievements but also synthesizes the performance of students with similar
characteristics in the target prediction course to give the prediction results, thus can further improve
the prediction performance of the model. Especially when the sample size is small, this advantage
of GNN is more pronounced, which makes the performance of GNN better than other deep learning
models. For example, the performance of GNN on course C5 is far better than that of MLP and GRU.

6 Conclusion and Future Works

Predicting student performance is helpful for students and educators in improving their learning
and teaching processes. Deep learning model, especially graph neural network, has been widely used
in recent years and has achieved good results.

A novel Two-Way Neural Networks model based on deep learning technology is proposed
to address student achievement prediction in education. It only uses students’ previous course
achievements to predict their future course academic performance in the face-to-face offline learning
environment. Given the small sample size and sparse data of offline education data, we introduced neu-
ral network and matrix decomposition technology into the model. Firstly, the matrix decomposition
technology is adopted to fill in the blank values of the course score matrix. And then, the graph neural
network is used to get the comprehensive feature representation of students based on the similarity
automatically captured by the artificial neural network. Meanwhile, we introduced the bidirectional
GRU to capture the evolution of students’ academic achievements and knowledge structure. Finally,
the feature representation obtained from the graph neural network and the bidirectional GRU is
integrated and input into the fully connected network to predict the students’ scores in future courses.
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Results on a real dataset show that the proposed model is better than the baselines in the three most
used evaluation indicators.

The ablation experiment demonstrates that the graphical neural network plays a dominant role in
the TWNN model. Therefore, when the sample size is small, or the training speed of the model needs
to be further improved, only the graphical neural network can obtain good results. Combining the two
parts can achieve even better results if the sample size is sufficient. It is hoped that the proposed model
of learning achievement prediction can provide a new idea for academic performance prediction in
the field of education.

Despite the excellent performance of the proposed model, it also has certain limitations. For
instance, this paper only studied the predictive effect of students’ previous achievements on future
courses. A good deal of literature demonstrates that many factors impact students’ course achieve-
ments, including family background, parents’ occupation, psychological characteristics, time and
energy spent on related courses, degree of interest in courses, class attendance, etc. In addition, in
recent years, Transfer Learning and Few-Shot Learning have aroused extensive interest of researchers,
and have been successfully applied in some application fields. For example, the transfer learning
method attempts to apply the model trained on one data set to another relevant or similar data
set. The applied model does not need to be re trained on a new data entirely, but only needs to
fine tune some parameters. This can save training time and reduce the overfitting problem caused
by insufficient samples of the target data set. At present, it has been successfully applied in the field
of image recognition. This has important reference significance for predicting offline performance.
In future research, we will try to expand and enrich the data information source, and exploring more
approaches to improve the prediction effect of the model.
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