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ABSTRACT

Isogeometric analysis (IGA) is known to show advanced features compared to traditional finite element approaches.
Using IGA one may accurately obtain the geometrically nonlinear bending behavior of plates with functional
grading (FG). However, the procedure is usually complex and often is time-consuming. We thus put forward a
deep learning method to model the geometrically nonlinear bending behavior of FG plates, bypassing the complex
IGA simulation process. A long bidirectional short-term memory (BLSTM) recurrent neural network is trained
using the load and gradient index as inputs and the displacement responses as outputs. The nonlinear relationship
between the outputs and the inputs is constructed using machine learning so that the displacements can be directly
estimated by the deep learning network. To provide enough training data, we use S-FSDT Von-Karman IGA and
obtain the displacement responses for different loads and gradient indexes. Results show that the recognition error
is low, and demonstrate the feasibility of deep learning technique as a fast and accurate alternative to IGA for
modeling the geometrically nonlinear bending behavior of FG plates.
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1 Introduction

Owing to their excellent characteristics, functionally graded (FG) plates have been widely applied
in several engineering structures. FG plates often show a nonlinear strain-displacement relation and
numerical simulations are effective tools to describe and optimize the structural response accurately.
Much attention has been indeed devoted to investigating the responses of plates using different
simulation approaches and methods, e.g., finite-element (FEM) [1-3], meshless [4—6], and isogeometric
analysis (IGA) [7,8]. Usually, complex calculation procedures with a heavy computational burden are
involved in those simulations, and iterations are required to properly address the nonlinear strain-
displacement problem. In addition, results from numerical simulations are largely dependent on the
used material constitutive model, element size, and numerical modeling.

Deep learning recently gained considerable attention in artificial neural networks (ANN) because
it may effectively capture the intrinsic relations hidden in the data [9,10]. Deep learning has some
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unique advantages in approximating nonlinear mappings of a data-based system. In turn, neural net-
work models have been built to predict material constitutive relations [1 1,12], solve partial differential
equations [13], solid mechanics [14—16], topology optimization [!7-19], fracture problems [20-22],
fluid flows [23], multiphysics problems in electrosurgery [24], finite element computations [25-27],
and slope stability evaluation [28].

Deep learning methods applied to recurrent neural networks (RNN) are highly suitable to
address problems involving complex time series [29]. Long short-term memory (LSTM) [30] network,
which is a type of backpropagation RNN, is efficient in dealing with long-term dependencies. In
LSTM, memory cells are embedded in the network structure to deal with long-term dependencies,
and the problems related to a vanishing and/or exploding gradient may be avoided. To regulate
the information flow, one input gate, one forget gate, and one output gate are involved in each
memory cell. Wang et al. [31] suggested learning the evolving proper orthogonal decomposition
bases to describe a reduced fluid dynamics system by using an LSTM deep learning method.
Qu et al. [32] and Yang et al. [33] developed models for dam deformation using the LSTM network.
Liu et al. [34] predicted long-term deformations of arch dams by merging LSTM with the dimension
reduction method. Law et al. [35] forecasted tourist arrivals to Macau using LSTM with the attention
mechanism. Nguyen-Le et al. [36] presented a technique involving LSTM and a hidden Markov
model (HMM) to predict crack propagations in engineering. Fan et al. [37] used an autoregressive
moving average model (ARIMA) together with LSTM to forecast well production, with the ARIMA
modeling the linear part, and the LSTM recurrent neural network dealing with the nonlinear part.
Zhang et al. [38] reproduced soil stress-strain behavior by using an LSTM deep learning method.
Haghighat et al. [1 5] developed a physics-informed deep learning model for inverse problems in solid
mechanics, which can reliably obtain the solution for a large range of parameters not previously known
to the network. Arsenault et al. [39] investigated the ability of LSTM NN to describe streamflows at
un-gauged basins. Results show that LSTM may be indeed exploited to improve the basin design over
previous methods.

LSTM network only processes the past information ignoring the future. However, in practical
applications, the outputs may be determined by the past and future information. A bidirectional
LSTM (BLSTM) network has forward and backward layers, and both inputs and output from
the LSTM layers are handled at the same time. Hence, the BLSTM network is more efficient in
processing long-term dependencies than the simpler LSTM network. Shahid et al. [40] described
COVID-19 dynamics using deep learning LSTM, GRU, and BLSTM and in most cases, BLSTM
models outperform previous ones in terms of endorsed indices. Xia et al. [41] put forward a scheme
using convolutional BLSTM and multiple time windows for accurate prediction of the remaining
useful life of health equipment, minimizing the prediction errors and providing reliable management
support. Yildirim [42] suggested the use of novel, network-based, deep BLSTM wavelet sequences
for classifying electrocardiogram signals, achieving 99.39% recognition and largely improving per-
formance compared to conventional networks. Subbiah et al. [43] developed a BLSTM scheme with
Boruta feature selection to improve wind speed forecasting by exploiting past and future information.
BLSTM schemes have been widely applied in fields like natural language processing [44], cardiac
signal classification [42], and tourism forecast [45], whereas its use is not yet spread in the analysis
of structural problems, as those we are dealing with in the present paper.

The amount of training data is a relevant parameter in determining the accuracy of deep
learning. The larger the amount of training data, the higher the accuracy. To generate enough training
data, numerical methods are often used. In this framework, isogeometric analysis (IGA) [46], which
adopts the CAD basis functions as the interpolation functions of the FEM, owns some excellent
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features, e.g., the exact geometrical description, continuity at higher-order, and a simplified meshing.
Zhang et al. [47] proposed to merge the isogeometric mesh-free method with the peridynamic method
to describe static and dynamical propagation of cracks. The resulting scheme is more flexible in
terms of modeling and provides an exact geometric representation. Shear deformations are relevant
in the mechanical behavior of FG plates and different theories have been developed to take into
account their effects. Thai et al. [48] divided the deflection in the transverse direction into a shear
and bending component and proposed a simple first-order plate theory (S-FSDT), which saves one
variable compared with its natural counterpart, i.e., the traditional FSDT. On the other hand, in S-
FSDT one requires the generalized displacements to be C;-continuous and this may be addressed by
employing the basis functions of IGA. In our previous work [7], we developed an S-FSDT-based IGA
approach to model the nonlinear behavior of bending FG plates and used numerical simulations to
assess the overall effectiveness of the method.

In this study, we present a non-traditional approach that links directly numerical simulations
to deep learning and describes the nonlinear geometric bending of FG plates. In our setting, the
BLSTM recurrent neural network is trained with load and gradient index as inputs and displacement
responses as outputs. The involved hyperparameters are determined with Bayesian optimization [49].
The nonlinear relationship between the outputs and the inputs is built by machine learning. The trained
deep learning model can quickly provide the displacements of nonlinear FG plates and S-FSDT-based
IGA in combination with the von Karman theory provide the training data. Our results demonstrate
the feasibility of the deep learning technique and its advantages compared to IGA simulations in
investigating the nonlinear dynamics of FG plates.

The paper is structured as follows. The BLSTM model is summarized in Scction 2. The IGA
simulation is introduced in Section 3. The procedure of data set preparation based on IGA simulation
is given in Section 4. Three examples, illustrating the advantages of our approach are discussed in
Section 5. Section 6 closes the paper by summarizing the results.

2 A Brief Introduction to BLSTM Networks

The basic structure of a BLSTM network, showing both the backward and the forward LSTM
layers, is schematically depicted in Fig. 1. At each time step ¢, each memory cell in the LSTM layers
is updated. The information to be discarded is determined by the forget gate and that to be added is
based on the input gate. The output gate decides which part of the cell state determines the output.
The activation vectors f,, i, and o, of the forget, input and output gates are respectively given by [45]

f,=0(W,x,+W,h_, +b) (la)
iz = O'(WMX, + W/u'hl—l + bl) (lb)
Ol = G(W,voxl + Whohl*l + bo) (IC)

where x, denotes the input vector at time step ¢, h,_, is the output vector at time step ¢ — 1, o (.) is the
sigmoid activation function, W, W,,, W, W,, W, and W,, are the weight matrices, and b,, b, and b,
are the bias vectors.
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Figure 1: Schematic diagram of the structure of a BLSTM neural network

The cell states vector ¢, at time step ¢ is obtained as with [45]
¢, =foc_, +1i 0 tanh(W.x, + W, h_, +b,) 2)
where o denotes the Hadamard product.
The output vector h, of memory cells at time step 7 is given by
h, = o, o tanh(c,) 3)
To take into account future information, the BLSTM includes forward and backward LSTM

layers, and the inputs from the LSTM layers are treated simultaneously by the output layer. The neural
network is updated as follows [45]:

h, = HW,x,+ W,h,_, +b) (4a)
h, = H(W,x, + Wsh,_, +b) (4b)
y, = HW,x,+ Weh,_, +b) (4¢)

where h, and h, are the vectors for backward and forward propagation layer, respectively, y, is the vector
for an output layer, and b, b and b, are the bias vectors. W, ~ W, are the weight coefficients.

Bayesian optimization may be employed to obtain good results after a few iterations and we follow
this strategy to obtain the hyperparameters of our BLSTM network [49]. To assess the performance of
the model, we employ the root mean square error (RMSE) as well as the mean absolute error (MAE)
and the determination coefficient (R?) are used. They are defined as follows:

RMSE = ./ ZFI(J;—’_)}’) (5a)

MAE — 2= | 2= 3] (5b)
n
Ri_ ] 2O (50)
2=y

where n denotes the number of samples, y,, y; are the actual and forecasted values of the i sample of
the prediction group, respectively, and y is the average value of the prediction group.
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Concerning the sequence-to-sequence regression network, the loss function of the regression layer
1s another evaluation index, 1.e.,

LOSS = % DD -y (6)

=1 j=1
In the above equation, S is the sequence length, R is the number of prediction values, ¢; is the
target output, and y; is the prediction value.

A data set containing inputs and outputs for large samples is required for developing a deep
learning solution. Those data are used to train the BLSTM model and optimize performance. In turn,
the prediction accuracy is directly affected by the quality and quantity of the data and the quality of
the data set is a relevant ingredient to develop an effective network. The S-FSDT-based IGA combined
with von Karman theory is here employed to obtain the target variable for each sample.

3 IGA Simulations with S-FSDT

In this work, the material parameters of FG plate are assumed to vary along the thickness with a
power law distribution.

1 2\
P(Z):Pm—i_(Pr_Pm)(E—i_;) (7)
where 7 is the plate thickness, P represents Young’s modulus £, and the Poisson’s ratio is v. The gradient
index is k, whereas z denotes the thickness variable with range —¢/2 < z < ¢/2. The subscripts ¢ and
m stand for “ceramic” and “metal”, respectively.

In the S-FSDT approach, the displacement field is given by [7]

u(x, y,2) = (X, ) — 2w (X, ) (8a)
V(X,p,2) = vo(x, y) — 2wy, (X, ») (8b)
w(x,y,z) = wy(x, ) + wy(x, ) (8c)

where u, and v, are the displacements in the x and y directions on the plate mid-plane, respectively,
and w, and w, denote the bending and shear components of the transverse displacement, respectively.

Compared to the traditional FSDT, S-FSDT requires one less variable but it requires C, continuity
of the bending component w,.

The strain-displacement nonlinear relations are given by [7]

- fi} ) 7

with
U x Wh xx
_ T _ 0 _ 10
& = [Sx Sy yxy yx: Vy: ] ) Em - vO,y s eb _— Wh,yy ( a)
Uy, + Vo 2wy
W x + Wix 0
W 1 . Wi + W
0 S5,X l b,x 5,X
="t e =210 Way W, i (10b)
W.\\y 2 Wy ¥ W Y

Wiy + Wey Wy + Wi
According to standard elastic theory, the stresses are written as
o =De (11)
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with
o=0. o 7, . 1.] (12a)
1 v O
D, 0 E «E Tl 0
p=|D D, — 10 ) L 12b
|: 0 D'; } 5 m 1 _ VZ 8 0 Ly > s 2(1 + U) [0 1 } ( )

2
where « denotes the shear correction factor, set to k = 5/6 in our paper.

The displacements on the middle plane of plate are expressed in the NURBS basis functions as

NP
u@E=> REnu, (13)
i=1
with
u = [uh v owhow ]T (14a)
u = [u,- Vi Wy Wy ]T (14b)

where NP denotes the number of all the control points in the computation mesh, & is the parametric
coordinate, u; and R; (§) denote the unknown displacement vector and the NURBS basis function at
control point i, respectively.

Using Eqgs. (13) and (9), we obtain the relation between the incremental strain vector and the
incremental displacement vector. We have

de = Bdu (15)
with
D _ Bm ZBb AB,,/
s= {5l 3] ®
R, 0 0O
B, = [B, B, B]. B,=[{0 R, 00 (17a)
R, R, 0 0
00 R, O
B, =B, B, B], B,={0 0 R, 0 (17b)
0 0 2R, O
B=[g B o] B[00 0 R ] (179
i i 0 0 Rix Ri.x
Bo=[B, B B B=[p ) R ] 17
iy iy
Wb,x+ W.\‘,x 0
A= 0 Wy, + W, (17e)

Wh,y + W.&\y Wh,x + W.\',x

where du® = [ du; du, ... duy ]T denotes the incremental displacement vector at control points.
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The governing equations can be obtained using the virtual work principle. They are nonlinear and
can be solved with the Newton-Raphson iterative method [7].

4 Data Set Preparation Using IGA Simulations

In deep learning, a data set that includes the desired inputs and outputs is required, and the quality
and quantity of the data determine the achievable accuracy.

The procedures of data set preparation used in this study are the following: For the first example,
different values of the uniform load ¢ are considered, i.e., ¢ = ¢, x (1,2,...,50) units. The gradient
index k ranges from 0.1 to 0.4, and the deflection value of the plate center is predicted for £ = 0.5. For
the last two examples, different values of the uniform load ¢ are considered, i.e., ¢ = ¢, x (1,2, ..., 60)
units. The gradient index k ranges from 0.4 to 4, and ten gradient indices are considered by evenly
dividing the gradient index range, i.e., kK = 0.4,0.8, . .., 4. For a given gradient index value, the uniform
load takes a value from ¢ = ¢, x (1,2, ..., 60) units. Therefore, 600 data obtained by IGA are used as
datasets. We then split data into training and test sets for the BLSTM model learning. The first 500
values fork =0.4,0.8,....,4and g = g, x (1,2, ..., 50) units are used as the training set, the remaining
100 data for £ = 0.4,0.8,...,4and ¢ = ¢, x (51,52,...,60) units are used as the test set.

In the training stage, we use the value of ¢ = ¢, x (1,2,...,50) units when k = 0.4,0.8,...,3.6
to predict the value of ¢ = ¢, x (1,2,...,50) units when k& = 4. Correspondingly, in the test stage,
we use the value of ¢ = ¢, x (51,52,...,60) units when k = 0.4,0.8, ..., 3.6 to predict the value of
q = qo x (51,52,...,60) units when £ = 4. Finally, we compare the ten deflection values predicted
when k = 4 and ¢ = ¢, x (51,52,...,60) units in the test set with the target values to verify the
effectiveness of the deep learning model.

5 Numerical Examples

We now present the results obtained for three paradigmatic examples to show the reliability of
our model. Four hyperparameters (i.e., the number of dropout layers »,, the number of cells N,, the
learning rate, and the L2 regularization) are determined by Bayesian optimization. Their ranges are
given in Table 1.

Table 1: Hyperparameters ranges

Parameters N, N, Learning rate L2 regularization
Range (1,4) (75,150) (0.01,1) (1 x 107'°,0.01)

The number of dropout layers is used to avoid overfitting, the initial learning rate is used for
training. If the learning rate is too low, it may lead to a training time too long. If the learning rate
is too high, then the training may achieve a suboptimal result. L2 regularization (L2 norm) is used
to avoid overfitting. Finally, the other parameters of the BLSTM algorithm are set as follows: max
epochs are set to 50, minibatch size to 16, dropout value to 0.2, maxitration number to 20, learn rate
drop period to 25, and learn rate drop factor to 0.4.

5.1 A Square Titanium Alloyl Aluminum Oxide Plate
In our first example, we consider a square plate made of Ti-6Al-4V/aluminum oxide with length
a = 10 units and thickness # = 0.5 units subject to a uniform load ¢. The plate parameters are set as
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follows: E. = 320.2 x 10° units, v, = 0.26, E,, = 105.7 x 10° units, and v,, = 0.298. The deflection of
the center (CD) is normalized by w = w/¢, and ¢, = 1.15 x 10°.

After Bayesian optimization, we obtain N, = 1 and N, = 77. The learning rate is 0.05, and the
L2 regularization is set to 6.69 x 10~7. From Fig. 2, we see that RMSE and LOSS decrease during the
training process. The regression evaluation indexes, which are used to evaluate the prediction accuracy
of the model, are RMSE = 0.016, MAE = 0.010 and R? = 0.99.

RMSE

0.5

0 1 | | | i T T 1
0 10 20 30 40 50 60 70 80 90 100

Number of iterations

(a)

LOSS

0 | I ! L | I ] | ]
0 10 20 30 40 50 60 70 80 90 100

Number of iterations

(b)

Figure 2: Dynamics of the training: light curves and dark curves are training and smoothed training
curves, respectively

The targets and outputs of the CD for different normalized loads P = g,a*/(E,,t*) at the central
point are shown in Fig. 3. From Fig. 3, we see that the normalized CD of the FG plate calculated by
BLSTM agree with those obtained by S-FSDT-based IGA [7] and by two FSDT-based methods: the
element-free kp-Ritz [4] and the local Petrov-Galerkin with moving Kriging interpolation (PGMK)
ones [5], which confirms the accuracy of our method.

5.2 A Square AluminumlAlumina Plate

In the second example, we consider an aluminum/alumina (Al/Al,O;) square FG plate of length
L = 10 units and thickness r = 1 unit subject to a uniform pressure ¢. The plate parameters are set as
follows: E. = 380 x 10° units, v. = 0.3, E,, = 70 x 10° units, and v,, = 0.3. The CD is normalized as
w=w/t,and g, = 2 x 10"

After Bayesian optimization, we obtain N, = 1 and N, = 86. The learning rate is 0.01, and
the L2 regularization is set to 2.86 x 107'°. The regression evaluation indexes are employed to assess
the prediction accuracy of the model. As it is apparent from Fig. 4, the RMSE and LOSS gradually
decrease during the training progress. In the training, the values of regression evaluation indexes are:
RMSE = 0.016, MAE = 0.014 and R* = 0.96.
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Figure 4: The training dynamics: light and dark curves are training curves and smoothed training
curves, respectively
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The targets and the outputs of the CD for different normalized loads P = ¢L*/(FE,t*) at the central
point are shown in Fig. 5. The outputs are obtained by the machine learning model. From Fig. 5, we see
that the load-deflection curve is nonlinear, this indicates that nonlinear bending of FG plate occurs.
In other words, the present model can directly estimate the displacement of the FG plate for large
deformations. Table 2 illustrates the results for the predicted CD. They match well the actual values,
demonstrating the high accuracy of our machine learning model.

5

w/t

Targets
Outputs

1 L L 1 1 1
0 50 100 150 200 250 300 350

Figure 5: Load-deflection curve at the central point

Table 2: Normalized CD for normalized load parameters

P Prediction value  Actual value Relative error (%)
174.241 4.624 4.599 0.548
177.097 4.657 4.636 0.459
179.954 4.688 4.671 0.362
182.810 4.719 4.707 0.258
185.667 4.749 4.742 0.146
188.523 4.777 4.776 0.028
191.379 4.806 4.810 —0.097
194.236 4.833 4.844 —0.227
197.092 4.859 4.877 —0.365
199.949 4.885 4910 —0.507

5.3 A Circular Aluminuml Zirconia Plate

The third example is that of a clamped circular FG plate made of aluminum and zirconia
(Al/ZrO,) with radius » = 1 unit and thickness ¢ = 0.1 units under a uniform load ¢. The plate
parameters are set as follows: E, = 151 x 10° units, v, = 0.3, E,, = 70 x 10° units, v,, = 0.3. The
CD is normalized by w = w/t, and ¢, = 10°.
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After Bayesian optimization, N, = 4, N, = 85, the learning rate is 0.01, and the L2 regularization
is 1.06 x 107", For the training process of BLSTM, the variations of RMSE and loss function are
respectively plotted in Fig. 6. In this training, the values of regression evaluation indexes are as follows:
RMSE = 0.014, MAE = 0.013 and R* = 0.99.

4|

0 50 100 150
Number of iterations
(a)
sF
6l
1%}
84
—
2
0 - —
0 50 100 150
Number of iterations
(b)

Figure 6: Dynamics of the training: light and dark curves are training curves and smoothed training
curves, respectively

In Fig. 6, one can see that after 150 iterations, the RMSE and loss function of the model are
already very low, i.e., the BLSTM model has been properly trained and no over-fitting can be observed.
The trained BLSTM model can be then used to make predictions for the testing datasets. Fig. 7
shows the targets and outputs of the CD for different normalized loads P = ¢gr*/(E, t*) at the central
point. The outputs are obtained by the machine learning model and the nonlinear character of the
load-deflection curve is apparent, i.e., our model can directly estimate the nonlinear bending of the
FG plate.

The predicted normalized CD for different normalized load parameters using the machine
learning model is reported in Table 3. The relative error is rather small. The average error is 0.013, and
the standard deviation of the error is 0.003, proving the high accuracy of our deep learning model.
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Figure 7: Load-deflection curve at the central point

Table 3: Normalized CD for normalized load parameters

P

Prediction value

Actual value

Relative error (%)

72.857
74.286
75.714
77.143
78.571
80.000
81.429
82.857
84.286
85.714

2.346
2.363
2.380
2.396
2412
2.428
2.444
2.459
2474
2.489

2.356
2.374
2.391
2.408
2425
2.442
2.458
2475
2.491
2.507

—0.419
—0.441
—0.466
—0.493
—0.522
—0.554
—0.588
—0.624
—0.663
—0.705

6 Conclusions and Outlook

In this paper, we have presented and analyzed a deep learning method for forecasting the
geometrically nonlinear bending behavior of FG plates, thus bypassing the complex simulation
processes usually involved in this kind of investigation. In our BLSTM recurrent neural network, the
load and gradient indexes are assigned as the inputs, whereas the displacement responses are set as
outputs. The hyperparameters of the model, which influence the training process and determine the
accuracy of the model, are determined by Bayesian optimization.

The nonlinear relationship between the outputs and the inputs is obtained by machine learning,
such that the displacements can be directly estimated by the deep learning network. The S-FSDT-
based IGA combined with von Karman theory is used to obtain the training data, i.e., the displacement
responses for different loads and gradient indexes. Numerical results indicate that the recognition error
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is low, and it demonstrates the feasibility of using the deep learning technique as a fast and accurate
alternative to IGA for modeling the geometrically nonlinear bending of FG plates.

The limitations of the FSDT and S-FSDT concern inaccuracy in the distribution of transverse
shear stress and the fact that the traction-free boundary conditions at the two surfaces are violated.
Hence, the shear correction factor, which is difficult to choose appropriately, is needed to modify the
distribution of the transverse shear stress. The refined plate theories [50] can be exploited instead of a
shear correction factor, leading to more accurate and robust results. In this approach, the generalized
displacements should be C,-continuous and this requirement can be readily satisfied within IGA. In
the future, we plan to integrate the refined plate theories into our codes and extend the present method
to FG shells [51].
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