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ABSTRACT

Stroke is a chronic cerebrovascular disease that carries a high risk. Stroke risk assessment is of great significance in
preventing, reversing and reducing the spread and the health hazards caused by stroke. Aiming to objectively predict
and identify strokes, this paper proposes a new stroke risk assessment decision-making model named Logistic-
AdaBoost (Logistic-AB) based on machine learning. First, the categorical boosting (CatBoost) method is used to
perform feature selection for all features of stroke, and 8 main features are selected to form a new index evaluation
system to predict the risk of stroke. Second, the borderline synthetic minority oversampling technique (SMOTE)
algorithm is applied to transform the unbalanced stroke dataset into a balanced dataset. Finally, the stroke risk
assessment decision-making model Logistic-AB is constructed, and the overall prediction performance of this new
model is evaluated by comparing it with ten other similar models. The comparison results show that the new model
proposed in this paper performs better than the two single algorithms (logistic regression and AdaBoost) on the
four indicators of recall, precision, F1 score, and accuracy, and the overall performance of the proposed model is
better than that of common machine learning algorithms. The Logistic-AB model presented in this paper can more
accurately predict patients’ stroke risk.
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1 Introduction

As basic public services in a country, the quality and level of medical and health services have
an important impact on people’s health. The continuous improvement in the extent of medical and
health services is also a key factor in promoting the sustainable development of the medical and health
industry. The rise and development of artificial intelligence and big data have provided a strong boost
to improve medical and health services. Aligned with artificial intelligence and big data, providing
personalized, intelligent assistance to medical and digital diagnosis technology not only improves
diagnostic accuracy and efficiency but also reduces operating costs and increases economic benefits,
promoting the sustainable development of the medical and health industry. Considering this, this paper
is committed to studying intelligent, assisted medical treatment and digital diagnosis technology for
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stroke and proposes a method based on machine learning to assist the clinical diagnosis of stroke to
provide more accurate, efficient and intelligent support for its clinical diagnosis.

Stroke, also called cerebrovascular accident, is a type of disease in which brain tissue is damaged
due to the sudden rupture or blockage of a blood vessel in the brain, preventing blood flow to the
brain. Stroke, as a chronic noncommunicable disease, is very harmful, and its prevalence and mortality
rate continue to rise. Stroke has become a serious health hazard worldwide. The incidence, recurrence,
disability and mortality rates of stroke patients are very high, greatly reducing patient quality of life [1].
In China, two out of every five people die of cardiovascular disease. It is projected that approximately
330 million people currently suffer from stroke, with 13 million stroke patients [2], which represents the
second largest group of patients among the total number of patients with cardiovascular diseases. Early
prevention is very important because stroke is irreversible, not easy to cure, the cost of care is high, and
the medical burden is increasing. However, many patients do not benefit from early treatment, which is
usually because they do not know the symptoms of stroke, do not find emergency treatment or do not
have an emergency response. There are many factors affecting the development of stroke, and some
studies have pointed out that age, heart disease, diabetes mellitus, hypertension, sex, dyslipidemia and
poor lifestyle habits are all factors contributing to an increased risk of stroke [3,4].

There is no specific method for treating stroke, but we can accurately predict the risk of stroke and
implement early prevention and early intervention. Thus, stroke risk assessment is of great significance
in preventing, reversing and reducing the spread and health hazards of stroke. The early detection
and prevention of stroke can accurately identify early and potential stroke patients in advance and
accurately control their conditions in a targeted manner, effectively preventing the vast development
of stroke and improving the quality of life of patients. In addition, the early detection and prevention
of stroke can effectively identify the main pathogenic factors of stroke for hierarchical management
and early intervention in high-risk groups to reduce the risk of disease, which has important practical
significance for the intelligent prevention and treatment of stroke.

With the constant accumulation of medical data and the continuous development of machine
learning algorithms, machine learning has entered the field of medicine, where large amounts of data
provide training support for machine learning as well as new methods for discovering disease patterns
[5]. Machine learning methods process data efficiently and mine it for hidden patterns. These excellent
algorithmic features can find the source and related attributes of a disease better and faster, leading to
disease diagnosis and prediction.

The research on stroke risk assessment has been very intensive, but there are still some issues
in the context of the existing work. First, the evaluation indices for stroke risk assessment are not
uniform enough, and there are no clear specifications, which easily leads to certain models performing
well when all of the evaluation indices are present. However, once some of the indices are missing or
replaced, the assessment produced by the model will be greatly compromised. Second, there is a serious
imbalance in the stroke dataset, and related studies have performed stroke risk assessment without a
providing good solution to solving this problem. Some of the studies in the literature simply increase
the sample size in a few categories. However, when the sample size of two dataset categories differs
greatly, simply increasing the sample size of a few categories will lead to overfitting and is prone to
generating spurious relationships. Some literature sources account for unbalanced datasets in ways
that are too cumbersome, which will improve the classification effect of the model but has little value
in practical applications. Finally, there is the issue of the accuracy of the model’s assessment. Related
studies usually single out a certain machine learning algorithm for training and then finally compare
the results with those of other machine learning algorithms to conclude that a certain algorithmic
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model is suitable for stroke risk assessment. Single algorithmic models are more or less flawed, which is
caused by that algorithm itself and is difficult to avoid. Thus, assessing stroke incidence risk using these
single algorithms may not being less accurate, but the accuracy is not too high either. Moreover, these
models are usually compared with only 2–3 common machine learning algorithms and not with the rest
of the algorithmic models, making the results not very convincing. Considering this, this paper aims to
establish a stroke assessment model based on machine learning that can effectively reduce the risk of
citizens suffering from the onset of stroke by using a number of methods to find the influencing factors
associated with stroke and then constructing an integrated model to assess stroke risk. Compared to
the literature, the main contributions of this paper are summarized as follows:

(1) A new index system of stroke risk assessment is constructed. CatBoost is used to perform
feature selection for all features of stroke, and the importance ranking of all features of stroke disease
is determined. The index system screened by using the feature selection method of CatBoost is not
only representative but also more common, which is conducive to promotion.

(2) Borderline SMOTE is applied to transform the unbalanced stroke dataset into a balanced
dataset, which solves the defect of fuzzy boundaries after generating new samples by using the SMOTE
algorithm.

(3) A new Logistic-AB model is developed to predict the risk of stroke. The model not only
improves upon traditional logistic regression but also takes the output of AdaBoost as a reference
to prevent obvious misclassification in logistic regression, which further improves classification. After
comprehensive comparison with other models, the Logistic-AB model proposed in this paper is more
predictive and more suitable for evaluating the risk of diseases.

The structure of the rest of this paper is as follows: Section 2 gives a literature review; Section 3
designs the stroke evaluation index system; Section 4 proposes a new stroke risk assessment decision-
making model (Logistic-AB) based on machine learning; Section 5 provides an empirical analysis
of stroke risk assessment; and Section 6 summarizes the whole paper systematically, points out the
shortcomings and puts forward the prospects.

2 Literature Review

In the research area of stroke risk prediction, Manuel et al. [6] suggested using patient self-
reported information to accurately predict the health behaviors of patients with sudden stroke, and this
information can be combined with the results from a survey of population health to predict the risk of
individual stroke, which can be used to project the health of the population or to issue certain stroke
prevention measures for the patients. Lumley et al. [7] developed a new stroke prediction model for
Americans that used an interactive Java application for risk prediction to predict the factors associated
with stroke. They used the model to empirically analyze a patient and determine their risk of stroke
over a five-year period. In addition, foreign studies have evaluated the prediction model with the help
of the calculated AUC; for example, in an improvement to the Framingham stroke scale, the area under
curve (AUC) was determined to be 0.726 for males and 0.656 for females [8]. Domestic studies have
also used this method, and the results obtained were similar to those from other countries. The area
under the receiver operating characteristic (ROC) curve of the pooled queuing equation was 0.713 for
males and 0.818 for females [9]. Moreover, a stroke risk calculator predicted the risk of stroke over 5–10
years, but not at an age less than 20 years, and the performance of the model for males and females was
0.740 and 0.715, respectively, as determined by the AUC [10,11]. In addition, by analyzing the factors
influencing the onset of stroke, the impact of education has been used abroad to control the factors
contributing to the onset of the disease, thus achieving “prevention of the disease before it occurs”.
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The current system of disease prevention, control and health care delivery in China has not identified
a cause for the high mortality rate of stroke.

Ten years ago, academics used simple mathematical formulas for stroke risk prediction due to
the small amount of available data. Currently, with the improvements in data collection techniques
and computer data processing capabilities, researchers have begun to use advanced methods, such as
multiple linear regression and neural networks, to process historical data with certain results. Although
this method combines multiple nonlinear complexities, the accuracy is low and suboptimal. Taking
the study of Sun et al. [12] on stroke patients as an example, the risk factors for the occurrence of
stroke were obtained through retrospective statistics, which are highly representative. Aslam et al. [13]
studied the etiology and risk factors for stroke in young adults, and the research results showed
that common risk factors for ischemic stroke in the local young population included hypertension,
diabetes mellitus and smoking. Wang et al. [14] applied a novel metaCCA method to identify the
risk genes for stroke that may overlap with seven correlated risk factors, including atrial fibrillation,
hypertension, coronary artery disease, heart failure, diabetes, body mass index, and total cholesterol
level. By empirical analysis, Asowata et al. [15] concluded that the main factors causing stroke are
hypertension, dyslipidemia, diabetes mellitus, and a family history of cardiovascular disease.

With the constant advancements in science, researchers have begun to apply mathematical
statistics to disease prediction models, which has led to quantitative predictions of disease progression.
Currently, simple mathematical models based on statistical theory are mainly used to predict trends
of disease development [16]. Disease patterns are approximated by using methods such as regression,
and calculations and predictions are made with the help of statistical analysis software. Researchers
have proposed a variety of models to predict chronic disease pathogenic factors, risk factors, and
treatment strategies and have achieved significant results in practical application [17]. A widely used
model for predicting the 10-year risk of ischemic cardiovascular disease [18] has gained acceptance
in the medical community. However, this model treats coronary heart disease and stroke as the same
disease for the prediction, rather than creating a stroke-only prediction model. In clinical practice, it
is most common to use algorithms based on Bayesian networks or neural networks to build different
predictive models for diseases. Wang et al. [19] used decision trees to develop a risk prediction model
for hemorrhagic transformation in acute ischemic stroke. Xu et al. [20] used factor analysis and logistic
regression to conclude that the incidence of stroke in Dali was associated with blood glucose, age and
sex. Xu [21] performed a screening to obtain the factors influencing the development of progressive
ischemic stroke by comparison and logistic regression analysis. Other studies have used Cox regression
model analysis to obtain the risk factors affecting the development of stroke, but the results were not
accurate enough because of the small number of cases due to long intervals between the pre- and
postvisits, resulting in many lost visits [22,23]. In addition, efforts have been made in China to prevent
stroke early, but the outcomes have been less than satisfactory. For example, the Prediction for ASCVD
Risk in China (China-PAR) model, developed by Gu Dongfeng et al., has attracted much attention in
China as an atherosclerotic cardiovascular disease (ASCVD) risk prediction tool [24]. This model has
high prediction accuracy among the Chinese population, but it mainly focuses on the prediction of
cardiovascular diseases. Benameur et al. [25] compared the performance of three parametric imaging
techniques (covariance analysis and parametric imaging based on Hilbert transform and that based
on the monogenic signal) used in cardiac MRI for the regional quantification of cardiac dysfunction,
and the three approaches were evaluated using cine-MRI frames acquired from three planes of view.

With the in-depth application of big data, stroke risk prediction methods based on machine
learning have become the focus of research in recent years [26], because their superior algorithms
can identify the source of morbidity and the related attributes faster and more accurately and provide
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strong support for subsequent precision medicine [27]. For example, Kumar et al. [28] applied curve
fitting and an artificial neural network (ANN) to model the condition of patients to determine whether
a patient is suffering from heart disease. Chang et al. [29] used machine learning algorithms to predict
the risk of stroke incidence in Jiangxi and established two models, a support vector machine model and
a plain Bayes model, and found that the support vector machine performed better after comparing
the results. Yu et al. [30] used decision trees, multilayer perceptron and convolutional networks in
machine learning to compare the prediction results with the results from traditional multifactorial
logistic regression and finally found that convolutional neural networks have higher accuracy in stroke
risk prediction. Arif et al. [31] developed a Lasso-logistic regression model that can manage SARS-
CoV-2 infections of varying severity (severe, moderate, and mild) by using machine learning, and the
results showed that the number of deaths has been reduced thanks to the established prediction method
that enables early detection in patients across these three severity levels.

However, one of the problems machine learning faces in stroke research is how unbalanced data
should be analyzed, and the general idea has been to reconstruct the dataset. For this, a combination
of oversampling, under-sampling and SMOTE algorithms can be used [32–34]. Combining the
active learning support vector machine (SVM) algorithm and SMOTE algorithm [35] can provide
a good solution to the problem of unbalanced datasets. On this basis, Xu et al. [36] proposed an
improved synthetic minority oversampling technique (ISMOTE) algorithm from the perspective of
oversampling, which improves the classification performance of unbalanced datasets. Tao et al. [37]
integrated the idea of negative immunity to generate artificial minority class samples, which can offer a
good solution to the problem of underrepresentation of minority class samples. The problem of SVM
classification bias can be effectively improved by integrating cost-sensitive learning, oversampling and
under-sampling [38,39]. In the problem of breast cancer data classification, Wang et al. [40] used a
combination of SMOTE, particle swarm optimization and the C5.0 algorithm in their research and
found that this method can significantly improve the classification effect. In addition, Sun et al. [41]
observed that using the SMOTE algorithm can effectively solve the problem of unbalanced data. The
above methods mainly focus on small datasets and do not consider the processing methods for large
datasets.

Based on existing research and aiming to objectively predict and identify of stroke, this paper
proposes a new stroke risk assessment decision-making model based on machine learning named
Logistic-AdaBoost (Logistic-AB). First, this paper preliminarily screens the stroke-related influencing
factors, uses the CatBoost method to further select the initial screening indices to obtain the final
indices, and constructs a new index system for stroke assessment. Second, the borderline SMOTE
algorithm is used to balance the data, which can solve the defects of fuzzy boundaries after the
generation of new samples by the SMOTE algorithm. Finally, after learning the common stroke
risk assessment models, this paper proposes a stroke risk assessment decision-making model named
Logistic-AB and uses 10 homogeneous machine learning algorithms to evaluate the overall prediction
performance of this new model.

3 Construction of the Stroke Evaluation Index System

This section begins with the preprocessing of the collected data and correlation analysis to obtain
the influential factors related to stroke. Then, the criteria for constructing the evaluation index system
are elaborated and preliminary screening indicators are provided, which helps to more intuitively
and comprehensively understand the relevant factors affecting the incidence of stroke. Finally, the
CatBoost feature selection method is used to filter the preliminary screening indicators to obtain the
final stroke risk assessment index system.
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3.1 Data Preprocessing
The data in this paper are acquired from the publicly available dataset Kaggle 2021 (https://www.

kaggle.com/datasets/fedesoriano/stroke-prediction-dataset). First, we examine the dataset find that
only the body mass index data had missing values; its overall distribution is shown in Fig. 1. Fig. 1
shows that the body mass index data tended to be normally distributed, so the median is used to fill
in the missing data. Then, we review the dataset for outliers. Through observation, we find that there
is only one outlier in the data for the attribute of sex, so it is directly removed.

Figure 1: Distribution of body mass index and log blood glucose levels

In addition, considering the large difference between the extreme values of the average blood
glucose value, the data show an obvious right-skewed trend, so the extreme outliers are deleted.
However, we find that the average blood glucose values still remain heavily right-skewed, so we take
the logarithm of all the average blood glucose values. Finally, we find that the processed data fluctuate
less and that the distribution tends to be more normal, as shown in Fig. 1.

3.2 Criteria for Selecting the Relevant Features for Prediction
The following criteria are given to select the relevant features for stroke risk assessment decision-

making:

Systematic principle: There should be a certain logical relationship between the indicators, which
should not only be related to stroke but also have an internal relationship among themselves.

Principle of typicality: Evaluation indicators should have a certain typical representation, so the
number of indicators should not only be as small as possible but also fully and comprehensively reflect
the risk of stroke.

Dynamic principle: With the continuous improvement of technology, influencing factors related
to stroke will continue to be discovered. Therefore, stroke risk assessment should be a dynamic concept,
and the selection of indicators should have dynamic variability.

Simple and scientific principle: The selection of indicators should follow a scientific basis, neither
too much nor too little, which can objectively and truly reflect the risk of stroke. Moreover, indicator
data should be easy to obtain and simple to calculate.

Quantifiability principle: There are many factors affecting stroke, and the selected indicators
should be quantified as much as possible to facilitate subsequent data analysis.

https://www.kaggle.com/datasets/fedesoriano/stroke-prediction-dataset
https://www.kaggle.com/datasets/fedesoriano/stroke-prediction-dataset
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Practicality principle: When selecting features, we should consider whether it is practical and
whether more common and understandable indicators should be chosen while trying to avoid obscure
and infrequently used indicators.

3.3 Preliminary Screening Indicators
To construct a scientific and reasonable evaluation index system, the evaluation indices selected

should be considered from various aspects. The risk factors for stroke vary from region to region
depending on the population, but it is generally agreed that the main risk factors should meet the
following criteria [42]. First, the risk factor exists in a large number of people. Second, the risk factor
has a significant independent effect on the risk of stroke. Finally, the risk of the onset of the disease
can be reduced through treatment and prevention. After reviewing the relevant literature [43–47], the
following initial screening indicators are selected in this paper:

(1) Age

Uncontrollable factors such as sex and age are factors that influence the occurrence of cardiovas-
cular disease (CVD), and the risk of cardiovascular disease usually increases with age. Studies have
shown that men are generally more likely to develop CVD than women, but this difference decreases
with age, and the sex difference in CVD recurrence rates also decreases [43].

(2) Hypertension

One of the major risk factors for stroke is high blood pressure, which stimulates the development
of cerebral atherosclerosis. In the atherosclerotic region, the vessel wall becomes thicker, the lumen
becomes narrower or the plaque ruptures to form a thrombus, causing conditions, such as cerebral
arterial blockage, that can result in cerebral ischemia or stroke. Statistically, the effective control of
blood pressure can reduce the prevalence of stroke in patients by 50% [44].

(3) Heart disease and blood sugar levels

Heart disease and blood glucose levels are also important factors that influence the incidence of
stroke, and in general, the risk of stroke in patients with heart disease exceeds the risk of individuals
without heart disease by more than twofold; moreover, high blood glucose levels also increase the risk
of stroke. According to a previous study, there is a significant difference between the prevalence of
stroke and the prevalence of heart disease (χ 2 = 25.915, p = 0.000) [45], which indicates a strong
association between heart disease and stroke. Additionally, approximately 40% of stroke patients
also suffer from hyperglycemia, which can aggravate neurological damage and cause ischemic stroke
progression.

(4) Type of work, marital status and place of residence

Different types of work, marital statuses, and living places bring different stresses to people, such
as if they have been engaged in high-intensity work for a long time, living in a depressing place for
a long time, or facing various problems in their marriage, which will increase stress levels and make
individuals more prone to diseases. Some studies have shown that the incidence of stroke also varies
in different occupational groups [46].

(5) Smoking and body mass index

Cigarettes contain many toxic components, such as nicotine and carbon monoxide. Moreover,
smoking can lead to increased blood viscosity and hypoxia in the cells lining the blood vessels and
contribute to atherosclerosis, thus increasing the prevalence of stroke. Additionally, the higher the
body mass index (BMI) is, the higher the prevalence of stroke is [47].
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The evaluation indices for stroke risk assessment in the initial screening of this paper are shown
in Table 1.

Table 1: The preliminary screening indicators for stroke risk assessment

Target level Factor level Indicator level

Crucial factor Genders
Age
Hypertension
Cardiology
Glucose level

Risk of stroke Other factors Type of work
Marital status
Living space
Smoking or not
Body mass index (BMI)

As the indicators in the initial screening may have a higher correlation, the model will appear to
have multiple covariants. Although the assessment can also produce good results without processing,
the practical significance is not very large, so the correlation of the indicator data needs to be tested
first. From Fig. 2, it can be seen intuitively which characteristics are better correlated with stroke,
which are age, high blood pressure, heart disease, marital status, average blood glucose level and body
mass index. While age, type of work and marital status had higher correlations, it can be determined
that the initial screening indicators need to be further screened.

Figure 2: Correlation coefficients of initial screening indicators
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3.4 Feature Selection by CatBoost
Based on the above, it is found that there is a correlation between the indicators, so this paper

further screens the indicators after the initial selection. Feature selection [48–50], also known as
feature subset selection (FSS) or attribute selection, selects N features (N < M) from the existing M
features to reduce the dimensionality of the dataset. Machine learning often suffers from overfitting,
and to address this, four methods are usually considered, such as collecting more data. To reduce
complexity, the complexity penalty can be introduced by using regularization methods. In addition,
simple models with fewer parameters or dimensionality reduction of the data (e.g., feature selection)
can be considered. Of these, the first is difficult to implement, and thus, the second and fourth methods
are usually used. Feature selection generally includes filter, wrapper, and embedded methods.

The filtered approach (see Fig. 3) evaluates the importance of each feature independently during
the feature selection process, regardless of the training process of the model. This approach uses
some statistical methods or information theoretic techniques to measure the degree of association
or importance of each feature with the target variable. Some of the commonly used filtering methods
include mutual information, information gain, analysis of variance (ANOVA) and the chi-square test.
These methods select important features based on the magnitude of the measure by calculating some
measure between the feature and the target variable. The advantage of filtered methods is that they are
simple and fast to use, but they ignore the correlation between features.

All features
Optimal feature 

subset
Machine learning 

algorithms
Model 

evaluation
Filter part 
features

Figure 3: Filtration

The wrapper approach embeds feature selection into the model training process and evaluates the
importance of features by iteratively selecting different subsets of features and training the model, as
shown in Fig. 4. This approach uses the performance of the model directly as the criterion for feature
selection, which is more similar to the application scenario of the final model. Common wraparound
approaches include recursive feature elimination (RFE) [51,52] and genetic algorithms [53,54] based
on feature selection. RFE is an iterative approach that starts with all features, then removes one or
more of the less important features at a time, and then trains the model and evaluates its performance.
This process is performed iteratively until a specified number of features or optimal performance
is reached. The advantage of the wrapped approach is that it can take into account the correlation
between features, but the computational complexity is higher because it requires repeated training of
the model.

All features Get feature subset Algorithms Model evaluation

Figure 4: Packaging method

The embedded approach embeds feature selection into the model training process and selects
features through the model’s own feature importance assessment, as shown in Fig. 5. This approach
considers the contribution of features and the quality of splitting them during the training process of
the model and ranks the features according to these metrics.
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All features
Feature
subset

Algorithm + model
evaluation

Figure 5: Embedding method

CatBoost [55,56] is an algorithm based on a gradient boosting decision tree that calculates feature
importance scores during the training process of each tree. These scores can reflect the extent of the
contribution of each feature to the model performance. The get_feature_importance method provided
by CatBoost can be used to obtain the feature importance score. The core rationale of CatBoost
is gradient boosting, an ensemble learning method that constructs a strong classifier by combining
multiple weak classifiers, where each weak classifier is trained on the residual of the previous weak
classifier. In this way, each weak classifier can focus on solving problems that the previous weak
classifier could not solve, thereby gradually improving the performance of the entire model. Another
important feature of CatBoost is its ability to automatically process class features. In the traditional
gradient lifting algorithm, the category features need to be processed by one-hot encoding, which leads
to a sharp increase in the dimension of the feature space, thus increasing the model complexity and
training time. CatBoost uses a sort-based approach to class features that converts class features into
numerical features, avoiding the problem of unique thermal coding.

Compared with the algorithms of gradient boosting decision tree (GBDT), eXtreme Gradient
Boosting (XGBoost), and Light Gradient Boosting Machine (LightGBM), the CatBoost algorithm
has many advantages, but the most helpful in the identification of important features related to
stroke risk are the following two. (i) Processing of type features. This allows us to consider not being
concerned with type features through feature engineering before training the model. (ii) Predictive
offset processing. This can reduce the overfitting of the model and improve the prediction effect of the
model.

Under the CatBoost framework, the following methods can be used for feature selection:

1) Control the process of feature selection by tuning the model parameters, e.g., setting
one_hot_max_size to limit the dimensionality of the one-hot encoded features or using
colsample_bylevel and colsample_bytree to control the proportion of features sampled in
each tree.

2) Use the get_feature_importance method to obtain the importance score of each feature and
perform feature ranking and selection based on this score.

3) CatBoost can be combined with other feature selection methods, such as filtering or wrapping
methods, to filter a specific subset of features.

CatBoost can be expressed as:

FT =
T∑

t=1

f t (1)

where FT denotes a strong learner integrated by multiple weak learners, and f t denotes that the next
tree that is built sequentially on top of the existing tree. The loss function is:
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L (f (x), y) =
∑

i

wi · l (f (xi), yi) + J (f ) (2)

where l (f (xi), yi) denotes the loss at sample point (xi, yi), wi represents the weight of the ith objective,
and J (f ) represents the regularized term. CatBoost uses the prediction results of the previous tree to
train the next tree, and through iteration, it effectively improves the accuracy of the final prediction
results and the stability of the model.

The algorithm pseudo code is shown below:

Algorithm 1: CatBoost
Input: {(xi, yi)}n

i=1 , I , α, L, s, Mode
1 σi ← random permutation of [1, n] for i = 0, . . . s;
2 Sr (i) ← 0 for r = 0, . . . s, i = 1, . . . n;
3 S′

r,j (i) ← 0 for r = 1, . . . s, 1, . . . n, j = 1, . . .
⌈

log2 n
⌉

;
4 for t ← 1 to I do
5 grad ← CalcGradient (L, S, y) ;
6 grad ′ ← CalcGradient (L, S′, y) ;
7 r ← random (1, s) ;
8 Tt ← BuildTree

(
Mode, gradr, grad ′, σr, {xi}n

i=1

)
;

9 leafr,i ← GetLeaf (xi, Tt, σr) for r = 0, . . . s, i = 1, . . . n;
10 foreach leafRt

j in Tt do
11 bt

j ← avg
(
grad0 (i) for i : leafr,i = j

)
;

12 S, S′ ← UM(Mode, leaf , Tt,
{
bt

j

}
j
, S, S′,

grad, grad ′, {σr}s
r=1);

13 return F (x) = ∑I

t=1

∑
j αbt

j {GetLeaf (x, Tt, ApplyMode) = j} .

The preliminary screening indicators for stroke risk assessment determined from the above process
are shown in Fig. 6. The indicators affecting whether or not one will have a stroke are ranked as follows:
age, body mass index, blood glucose level, high blood pressure, heart disease, marital status, type of
work, smoking status, place of residence, and sex. In view of the small number of characteristics in the
sample, in this paper, place of residence and sex are deleted, and the remaining eight characteristics
are used as the main influencing factors of stroke. Therefore, the final indicator system constructed
in this paper consists of age, body mass index, blood glucose level, high blood pressure, heart disease,
marital status, type of work and smoking status.

The insights into the 8 selected indicators used to construct the index evaluation system for stroke
risk prediction are as follows. Age is one of the most important factors, suggesting that the risk of
stroke increases with age. Body mass index and blood glucose level are also very important indicators,
which suggests that obesity and high blood glucose are among the major risk factors for stroke. High
blood pressure and heart disease are also more important characteristics, which is in line with previous
findings. In addition, it was found that marital status and type of job were also strongly associated with
the risk of stroke, which may be due to the effects of marital and job stability on physical and mental
health. Finally, smoking is another important factor, as it can lead to vasoconstriction and increase the
risk of stroke. Based on these results, this paper suggests that these major influencing factors should
be the focus for the prevention and treatment of stroke. In addition, more frequent examinations and
monitoring, as well as appropriate lifestyle modifications and pharmacological measures to reduce the
incidence of stroke, are recommended for those that are high risk.
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Figure 6: CatBoost feature selection results

4 Stroke Risk Assessment Model

In this section, based on the evaluation indices selected in Section 3, first, borderline SMOTE
is used to balance the data, and second, a new fusion model is proposed to assess the risk of stroke
incidence based on the theories of Logistic and AdaBoost algorithms, denoted as the Logistic-AB
model in this paper. Moreover, the results from the test of this model are compared with the results
from ten machine learning algorithms.

4.1 Data Balance
In practice, many industries collect data with unbalanced characteristics. Existing algorithms

perform better for majority class data processing than for minority class data processing, so there
is a need to improve the classification of minority class data for prediction. In actuality, the number
of stroke patients is much lower than the number of normal people. With a sample size of 99% of
normal people as the entire sample, the classifier can achieve global accuracy of up to 99% simply by
determining that all people are normal. However, there are fewer uses for such classifiers in practical
applications. The most critical aspect of the stroke risk assessment problem is the precise identification
of stroke patients. However, commonly used classification algorithms tend to neglect the identification
of certain minority class samples when building classification models with unbalanced data, thus
leading to the models having insufficient practical application value.

To avoid the above situation, this article first balances the unbalanced data during the model
implementation process. The most common methods of balancing data are under-sampling and
oversampling. Under-sampling is the random selection of a portion of samples from the majority
category so that the majority category has the same or close to the same number of samples as
the minority category. The advantage of this method is that it is computationally fast, but the
disadvantage is that some important information is lost, which may increase the error rate of the
model. Oversampling is the addition of new samples to the minority category so that the majority and
minority categories have the same number of samples. This approach has the advantage of avoiding
loss of information, but it may also lead to overfitting problems, as the newly generated samples may
be very similar to the original samples.

The simplest method of oversampling is “random oversampling”, but since this method only
replicates a few classes of samples and does not generate new samples, it is prone to overfitting.
Therefore, the SMOTE algorithm was applied here.
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4.1.1 SMOTE Algorithm

SMOTE [57] is a technique for generating minority samples that can effectively improve the
problem of data imbalance. The flow of the algorithm is as follows:

1. Calculate the Euclidean distance from each minority class sample x to all minority class sample
points to obtain its K-nearest neighbors.

2. Determine the proportion of data that is unbalanced and set the sampling multiplier N.
Randomly select a number of samples x from the K-nearest neighbors xn of the few classes
of samples.

3. For each randomly selected nearest neighbor xn, a new sample is generated based on the
original sample using the following mathematical formula.

xnew = x + rand (0, 1) × (
x̃ − x

)
From the above algorithm process, it can be seen that the SMOTE algorithm generates new

samples but ignores the distribution characteristics of minority samples, which easily leads to marginal-
ization of the data distribution. In a binary classification problem, if a negative class sample is at the
edge of the sample set, a new sample artificially synthesized from that sample will also be at the edge;
then, the cycle continues to generate new samples that only get closer to the edge position. This tends
to cause the distance between the positive and negative class samples and the threshold to decrease,
so that there will be a lot of trouble during the subsequent generation of new samples belonging to
the positive or negative class. Therefore, although the algorithm balances the dataset, it increases the
difficulty of the classification algorithm in terms of classification.

4.1.2 Borderline SMOTE Algorithm

Based on this defect of the SMOTE method, the borderline SMOTE algorithm [58], which
is also an oversampling method, was proposed, which, unlike the SMOTE algorithm, performs
near-neighbor linear interpolation on boundary samples, making the newly generated samples more
reasonable. The specific steps are described below:

1. Obtain m neighbors of the minority sample pi and calculate the Euclidean distance from all
training sample points.

2. Classify a few of the samples. Assuming that the number of samples belonging to the majority
class is m′ in the m immediate neighborhood of the minority class sample, clearly, 0 ≤ m′ ≤ m;
if m′ = m, pi is considered to be noise; if m/2 ≤ m′ < m, pi is classified as a boundary sample;
and if 0 ≤ m′ < m/2, pi is classified as a safe sample. The number of boundary samples in the
minority class is denoted as dnum, and samples classified as boundary samples are denoted as{
p1

′, p′
2, . . . , p′

i, . . . , p′
dnum

}
(0 ≤ dnum ≤ pnum).

3. Using the sampling multiplier U , the K-nearest neighbors (s individuals) of the minority class
samples P are selected and linearly interpolated. Interpolation produces a sample syntheticj =
p′

i +rj ×dj (j = 1, 2, . . . , s), derived from the effect of the distances between p′
i and the K-nearest

neighbors (dj), that is also multiplied by a random number rj between 0 and 1.

4. Combine the original training sample T with the new synthetic sample into a new training
sample T ′.

Compared with the SMOTE algorithm, the borderline SMOTE algorithm adopts near-neighbor
linear interpolation for boundary samples, which avoids the problem that the data tend to be
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marginalized in the SMOTE algorithm. In addition, the borderline SMOTE algorithm focuses on
boundary samples, which can avoid such samples being misclassified, and this algorithm can increase
the distribution of boundary minority samples, making the sample distribution more reasonable.
Based on the improved algorithm sample set, the learning prediction effect is more ideal.

4.2 Logistic-AB Model
Data classification is a fundamental problem in the field of machine learning and data analysis,

and many related studies and many research results have been obtained. At present, the more
common and representative classification algorithms include K-nearest neighbors (KNN), decision
trees, Bayes, random forest (RF), SVM, logistic regression, neural networks and AdaBoost [59,60].
Logistic regression is a widely used model in the field of disease classification, which is highly efficient
in terms of training, has a low computation cost, fast, requires few storage resources, and has a
good explanatory model, making it easy to understand and implement. However, the disadvantage
of logistic regression is that it cannot handle nonlinear problems well, and it is easy to overfit. Under
the framework of AdaBoost, a variety of regression classification models can be used to build weak
learners, which are very flexible. As a simple binary classifier, AdaBoost has a simple construction,
high classification accuracy, and understandable results. Compared with the bagging algorithm and
RF algorithm, AdaBoost fully considers the weight of each classifier. In particular, AdaBoost is not
prone to overfitting. Thus, based on the advantages and disadvantages of the logistic regression model
and AdaBoost algorithm, this paper considers the integration of these two machine learning methods
to propose a new model, i.e., the Logistic-AB model, for stroke risk assessment.

4.2.1 Logistic Regression

Logistic regression is a generalized linear regression analysis model with the regression equation
shown below:

P (yi = 1 |xi ) = 1

1 + e−(α+βT xi)
= eα+βT xi

1 + eα+βT xi
(3)

where α and β are the parameters to be estimated and P (yi = 1 |xi ) is the probability of event
{yi = 1} occurring in the ith sample xi state, denoted pi (0 < pi < 1), which is modeled by a logarithmic
transformation as follows:

p′
i = ln

(
pi

1 − pi

)
= α + βTxi = α +

m∑
j=1

βjxij (4)

when α + βTxi → −∞, pi → 0, and if α + βTxi → ∞, pi → 1. From Eq. (3), it can be seen that the
logistic regression model is nonlinear, so great likelihood estimation can be used for the parameters α

and β.

4.2.2 AdaBoost Algorithm

AdaBoost [61] is a boosting algorithm proposed by Yoav Freund and Robert Schapire known
as adaptive boosting. The boosting algorithm, also known as boosting, allows weak learners to
be boosted to strong learners through continuous learning. Using an iterative algorithm, each step
generates a new learner that has been boosted by modifying the learner obtained in the previous step,
and then a strong learner is obtained by integrating the learners generated during the iteration process.

The AdaBoost algorithm is adaptive in the sense that for the current base classifier hk, the weights
of the correctly classified samples in hk−1 decreases, while the weights of the misclassified samples
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increases. In this way, the classifier hk “automatically” values samples that have been misclassified by
the previous classifier.

The algorithm steps are as follows:

Input: training data T = {(x1, y1), (x2, y2), . . . , (xN, yN)}, where xi ∈ χ ⊆ Rn, yi ∈ γ = {−1, +1};
weak learning algorithms.

Output: final classifier.

1) Initialize the weight distribution of the training data.

D1 = (w11, . . . , w1i, . . . , w1N), w1i = 1
N

, i = 1, 2, . . . , N (5)

2) For m = 1, 2, · · · , M,

(a) Based on the weight distribution Dm of the training dataset, a basic classifier is learned.

Gm(x) : χ → {−1, +1} . (6)

(b) Calculate the classification error rate of Gm (x) on the training dataset.

em = P (Gm (xi) 	= yi) =
N∑

i=1

wmiI (Gm (xi) 	= yi) (7)

(c) Calculate the coefficient of Gm (x),

αm = 1
2

log
1 − em

em

(8)

where log is the natural logarithm.

(d) Update the weight distribution of the training dataset,

Dm+1 = (
wm+1,1, . . . , wm+1,i, . . . , wm+1,N

)
(9)

wm+1,i = wmi

Zm

exp(−αmyiGm (xi)), i = 1, 2, . . . , N (10)

where Zm is the normalization factor,

Zm =
N∑

i=1

wmi exp(−αmyiGm (xi)), (11)

which makes Dm+1 a probability distribution.

3) Construct linear combinations of basic classifiers.

f (x) =
M∑

m=1

αmGm (x) (12)

Obtain the final classifier.

G (x) = sign (f (x)) = sign

(
M∑

m=1

αmGm (x)

)
(13)

For misclassified samples, if em < 50% and w′
m+1,i > w′

m,i, then the new weight is w′
m+1,i = w′

m,i

2em

.

For correctly classified samples, if em < 50% and w′
m+1,i < w′

m,i, then the new weight is w′
m+1,i = w′

m,i
2(1−em)

.
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The parameters in the AdaBoost algorithm are as follows. (i) base_estimator: weak learner
parameter. (ii) n_estimators: parameter for the number of weak learners, which has a default value
of 50. (iii) learning_rate: weight reduction coefficient of the weak learner. This value ranges from 0 to
1. Generally, the step size and the maximum number of iterations are used together to determine the
fitting effect of the algorithm, so the parameters n_estimators and learning_rate should be adjusted
together. (iv) algorithm: parameters of the classification algorithm, with the default being SAMME.R.
(v) loss: error calculation function. The options are linear, square, and exponential. In general, the
default option is linear.

For the binary classifier, the ensuing classification error rate is 50%. For any weak learner with
higher performance than random classification, there is always em < 50%. Therefore, it can be seen that
the subsequent iterations are more concerned with the samples that were misclassified in the previous
iterations, which makes the direction of the subsequent weak learner optimization clearer. Moreover,
αm decreases with an increase in em, which indicates that the output results of the base learner itself,
which has a lower error rate, contributes more to the final strong learner output, which is the essence
of the AdaBoost algorithm.

4.2.3 The Architecture and Key Components of the Logistic-AB Model

This paper adopts a similar approach to logistic regression by dividing the training sample points
into four intervals via the probability-based classification method and calculating the probability of
correct classification in each interval. This is also combined with the evaluation results from AdaBoost
to provide credible support for logistic regression, thus reducing the risk of misjudgment. From
Section 4.1, the data in this paper have been balanced by the borderline SMOTE algorithm; thus, the
probability of stroke patients as well as normal individuals is 0.5 and the intervals are divided equally,
i.e., the four intervals of the logistic output probability are:

I1 = [0, 0.25), I2 = [0.25, 0.5) , I3 = [0.5, 0.75) , I4 = [0.75, 1] .

The algorithm steps of the Logistic-AB model are given as follows:

Step 1: Based on the above four intervals, the training set is divided into four intervals, denoted
as X1, X2, X3, X4, for which the classification accuracy under the logistic regression model and the
AdaBoost model is computed and denoted as f L

i , f A
i (i = 1, 2, 3, 4).

Step 2: The test set is also divided into X̃1, X̃2, X̃3, X̃4 based on the intervals I1, I2, I3, I4, and
the logistic regression model and AdaBoost model are used to compute the classification accuracy,
assuming that on X̃i, the output results are yL

ij , yA
ij (j = 1, 2, . . . , n; i = 1, 2, 3, 4).

Step 3: Based on the classification accuracies f L
i , f A

i (i = 1, 2, 3, 4) from step two, the following
discriminant rule is established: on X̃i, if f L

i > f A
i , choose the classification result yL

ij , i.e., the logistic
regression result; otherwise, choose yA

ij .

The architecture and key components of the Logistic-AB model are shown in Fig. 7.

The architecture and key components of the Logistic-AB model given in Fig. 7 can be described
as follows. First, the probability interval [0,1] is divided into four consecutive reciprocal intervals due
to the balancing of data after the parity, and then the training and test sets are divided into four
subsets based on the intervals. Next, the data are classified by using the logistic regression model and
AdaBoost model, and the classification accuracy is calculated for the four subsets. Finally, the test set
is classified accordingly, the accuracy of the training set is used to judge the test set, and the results
are comprehensively evaluated. This proposed model not only integrates the advantages of logistic
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regression and AdaBoost but also complements their disadvantages, which not only results in a faster
training speed but also ensures good accuracy and precision.
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Figure 7: The architecture and key components of the Logistic-AB model

5 Empirical Analysis of Stroke Risk Assessment

This chapter focuses on the empirical analysis of the previous discussion. It begins with correlation
analysis of age, mean blood glucose levels, body mass index, stroke, heart disease and hypertension
from the data. The data are then balanced using borderline SMOTE. Finally, the data are trained and
evaluated with the Logistic-AB model established in the previous section, and the training effect graph
is constructed. The evaluation results are then compared and analyzed with the training results of ten
common machine learning algorithms: random forest, SVM, logistic, KNN, Bayesian, decision tree,
AdaBoost, gradient boosting, XGB, and CatBoost, through which the strengths and weaknesses of
the Logistic-AB model established in this paper can be determined.

5.1 Relevance Analysis
The studies in this section aim to examine the relationship between age, average blood glucose

levels, and body mass index with stroke, heart disease, and high blood pressure. The results of the
study show that all of these factors are related to the development of these diseases.

First, this paper examined the relationship between age and stroke, heart disease, and hyperten-
sion, as shown in the first panel of Fig. 8. As seen from the graph, the probability of developing these
diseases gradually increases with age. The probability of stroke and heart disease increases significantly,
especially after the age of fifty. In addition, there was an increased probability of hypertension. It can
therefore be concluded that people are more prone to these three types of diseases as they age.

Second, this paper examined the relationship between average blood glucose levels and stroke,
heart disease, and high blood pressure. As shown in the second panel of Fig. 8, the graph has two
crests. At a glycemic index of 80, the probability of stroke, heart disease and high blood pressure are
all higher, suggesting that blood sugar levels are linked to these diseases. In addition, the probability
of these diseases begins to reverse when the glycemic index exceeds 150, with the difference between
the two reaching a maximum at approximately 175. It can therefore be concluded that elevated blood
glucose increases the risk of these three types of diseases.

Finally, this section looks at the relationship between body mass index and stroke, heart disease,
and hypertension. As shown in the third panel of Fig. 8, the graph shows that individuals with a BMI
of 30 are more likely to suffer from stroke and heart disease, but there is no significant correlation
between the development of high blood pressure and BMI. It can therefore be concluded that being
overweight also increases the risk of stroke and heart disease.
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Figure 8: Correlation diagram

Overall, the findings in this section suggest a relationship between age, mean blood glucose levels,
and body mass index and stroke, heart disease, and hypertension. Therefore, attention should be given
to these factors, and measures should be taken to prevent and treat these diseases. For example,
the incidence of these diseases can be reduced by eating a balanced diet, exercising moderately and
maintaining a healthy weight.

5.2 Data Balancing Processing
In the field of machine learning, the quality of the dataset determines the quality of the model.

Therefore, before training the dataset, the quality of the dataset needs to be ensured by splitting.
However, in practice, an imbalance in the dataset is encountered, which means that some sample types
have much smaller sample sizes than others.

To solve this problem, this paper uses an approach called hierarchical cross-validation. This
approach ensures that the number of samples of each type in the training and test sets is preserved. In
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this paper, all the data are divided into five training and test sets, and hierarchical cross-validation is
used to ensure the quality of the dataset.

However, even with the use of hierarchical cross-validation, the dataset may still be unbalanced, so
measures need to be taken to balance the dataset. This paper uses a method called borderline SMOTE,
which generates synthetic data to increase the number of samples from a small number of classes to
balance the dataset.

The processing results are shown in Fig. 9. The left panel shows the dataset before processing, and
the right panel shows the results after borderline SMOTE processing. After treatment, the distribution
of samples becomes more reasonable, and the number of samples of each type is relatively balanced.
This allows the model to be trained and evaluated more accurately.

Figure 9: Borderline SMOTE before and after treatment

In conclusion, when dealing with unbalanced datasets, methods such as hierarchical cross-
validation and borderline SMOTE need to be used first to ensure data quality. Using these methods
leads to more accurate and useful models and provides better support for practical applications.

5.3 Experimental Results and Analysis
5.3.1 ROC and AUC

ROC curves, also known as subject operating characteristic curves, are mainly used in the field
of assessment. The relationship between sensitivity and specificity can be effectively demonstrated
by plotting ROC curves. The horizontal coordinate of the ROC curve indicates specificity, while the
vertical coordinate represents sensitivity. A lower horizontal coordinate indicates higher accuracy of
the algorithm, while a higher vertical coordinate indicates higher accuracy of the algorithm.

The AUC, also known as the area under the ROC curve, can be used as a measure of the evaluation
accuracy of the algorithm. The larger this area is, the larger the AUC value is and the better the
evaluation accuracy of the algorithm is. In machine learning model evaluation, using ROC curves and
AUC values has become a very important method to better evaluate the effectiveness of the model and
to improve the evaluation of the model.
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In summary, ROC curves are a very practical way of assessing the effectiveness of a model by
plotting the relationship between sensitivity and specificity and showing the accuracy of the algorithm
in graphical form. When using ROC curves and AUC values for model evaluation, it is necessary
to select the appropriate threshold as accurately as possible to ensure the best performance of the
algorithm.

In this paper, Logistic-AB was used to train the model, and the results are shown in Fig. 10. In
Fig. 10, we can see that all four subsets are trained very well and have corresponding AUC values of
0.92, 0.94, 0.92 and 0.93.

Figure 10: ROC graph
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These results demonstrate the effectiveness of the fusion algorithm used in this paper and
demonstrate the broad applicability of this method on multiple datasets. It is also noted that in each
of these subsets, the performance is different from the others, and therefore, careful consideration is
required when selecting the best model.

It is worth noting that these results only represent results under the particular dataset and
parameter settings currently used in this paper. In practice, users are advised to adapt this model to
meet their needs and further optimize it based on their specific dataset.

In conclusion, very good training results have been achieved by using the fusion algorithm
proposed in this paper. It is believed that these results will have a positive impact on future research
and applications.

5.3.2 Evaluation Metrics and Analysis of the Experimental Results

In this paper, the results are evaluated by using accuracy, precision, recall and the F1 score [62].

Accuracy is the proportion of correctly classified samples to the total number of samples predicted
by the model and is calculated as follows:

Accuracy = TP + TN
TP + TN + FP + FN

× 100% (14)

where TP represents the number of positive class samples predicted as positive by the classifi-
cation model, FN represents the number of positive class samples predicted as negative by the
classification model, TN represents the number of negative class samples predicted as negative by
the classification model, and FP represents the number of negative class samples predicted as positive
by the classification model.

Accuracy refers to the proportion of correct predictions that would have been correct (the larger
the value, the better; 1 is ideal), which is defined by the following formula:

Precision = TP
TP + FP

× 100% (15)

Recall refers to the ratio of the number of positive cases correctly identified by the classifier out
of all the actual positive cases (the larger the value, the better; 1 is ideal), and its formula is as follows:

Recall = TP
TP + FN

× 100% (16)

The F1 score is a weighted average of precision and recall and is defined by Eq. (17):

F1 score = 2 ∗ P ∗ R
P + R

× 100% (17)

where P and R represent precision and recall, respectively, and a higher F1 score indicates a better
model.

Here, to show the superiority of the new model proposed in this paper, ten homogeneous machine
learning algorithms are selected for comparison with the Logistic-AB model by using the evaluation
metrics of accuracy, precision, recall and F1 score, and the results are shown in Table 2.

Table 2 gives the comparative results from 10 machine learning algorithms as well as those from
the presented Logistic-AB model on the model prediction performance for stroke risk assessment.
The overall prediction performance of all models is evaluated by four specific evaluation metrics, i.e.,
recall, precision, F1 score, and accuracy. From Table 2, we can see that the Logistic-AB algorithm
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performs better than the two single algorithms in terms of the four indicators (recall, precision, F1
score, and accuracy), regardless of whether the logistic regression or AdaBoost algorithm is used.
Although random forest, decision tree, and XGB all performed much better in terms of accuracy, they
could not match the Logistic-AB algorithm on the other three indicators. Specifically, the Logistic-AB
algorithm is far ahead of the other algorithms in the two key indicators of the F1 score and precision.

Table 2: Results of model evaluation

Methods Recall Precision F1 score Accuracy

Random forest 0.2245 0.1294 0.1642 0.8897
SVM 0.7143 0.1406 0.2349 0.7754
Logistic regression 0.8163 0.1556 0.2614 0.7773
KNN 0.3878 0.1180 0.1810 0.8305
Bayesian 0.7755 0.1348 0.2296 0.7488
Decision Trees 0.2041 0.0917 0.1266 0.8640
AdaBoost 0.6531 0.1404 0.2311 0.7902
Gradient enhancement 0.5918 0.1543 0.2447 0.8237
XGB 0.0816 0.0870 0.0842 0.9143
CatBoost 0.2245 0.1342 0.1679 0.8926
Logistic-AB 0.8984 0.8058 0.8494 0.8415

In summary, the overall performance of the Logistic-AB algorithm proposed in this paper when
applied to stroke risk assessment is better than that of common machine learning algorithms. The
traditional logistic regression method classifies the results with 0.5 as the cutoff, while the Logistic-
AB algorithm proposed in this paper divides the interval into four parts, thus greatly reducing the
risk of misjudgment. In addition, the Logistic-AB algorithm uses the output results of AdaBoost
as a reference to prevent obvious misjudgments in logistic regression, which further improves the
classification effect. In this sense, the Logistic-AB model proposed in this paper has excellent
performance in stroke risk assessment. This method not only has important practical application
significance in the medical field but also provides a new idea and method for risk assessment research
on machine learning algorithms in other fields.

6 Conclusion

With the deepening of internet technology in the medical field, health management practices
driven by medical big data are gradually taking shape. Of the three components of health management,
i.e., health detection, risk assessment and precision intervention, the most critical is the management
of various risk factors throughout the process, which is achieved with effective predictive tools to
improve health management. Therefore, a comprehensive study of the influencing factors and risk
assessment of stroke patients can help with rehabilitation and early detection and promote the whole
process of patient health management, changes in the medical service model and innovation of the
management mechanism. This paper establishes a new stroke risk assessment model by screening
important influencing factors as well as balancing data, which provides theoretical guidance for the
rational diagnosis, timely treatment and effective intervention among high-risk groups and lays the
foundation for achieving indirect economic and good social benefits. The main contributions of this



CMES, 2024, vol.139, no.1 721

study include the following: a new index system of stroke risk assessment is constructed by using the
feature selection method of CatBoost; the unbalanced stroke dataset is transformed into a balanced
dataset by using the borderline SMOTE algorithm; and a new Logistic-AB model is developed to
predict the risk of stroke.

In conclusion, this paper has successfully performed stroke risk assessment by constructing
an integrated algorithmic model, Logistic-AB. The Logistic-AB model far exceeded other machine
learning algorithms in terms of the main evaluation metrics. The application of the Logistic-AB model
is promising. Moreover, this model has practical significance provides a theoretical basis and decision-
making reference for related theoretical research.

However, this Logistic-AB model still has some limitations, such as the interpretability of the
results and the sensitivity to outliers and unbalanced data. In this sense, it is necessary to clean and
transform the data before using this model; that is, remove the outliers and transform the unbalanced
data into balanced data.

In the future, we will consider choosing better data balancing algorithms or more realistic data
for more effective predictive analyses, and we will combine multiple machine learning algorithms or
improve the ensemble learning algorithms to achieve more accurate and efficient predictive models.
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