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#### Abstract

This study sets up two new merit functions, which are minimized for the detection of real eigenvalue and complex eigenvalue to address nonlinear eigenvalue problems. For each eigen-parameter the vector variable is solved from a nonhomogeneous linear system obtained by reducing the number of eigen-equation one less, where one of the nonzero components of the eigenvector is normalized to the unit and moves the column containing that component to the right-hand side as a nonzero input vector. 1D and 2D golden section search algorithms are employed to minimize the merit functions to locate real and complex eigenvalues. Simultaneously, the real and complex eigenvectors can be computed very accurately. A simpler approach to the nonlinear eigenvalue problems is proposed, which implements a normalization condition for the uniqueness of the eigenvector into the eigenequation directly. The real eigenvalues can be computed by the fictitious time integration method (FTIM), which saves computational costs compared to the one-dimensional golden section search algorithm (1D GSSA). The simpler method is also combined with the Newton iteration method, which is convergent very fast. All the proposed methods are easily programmed to compute the eigenvalue and eigenvector with high accuracy and efficiency.
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## 1 Introduction

We consider a general nonlinear eigenvalue problem [1]:
$\mathbf{N}(\lambda) \mathbf{x}=\mathbf{0}$,
which is an eigen-equation used to determine the eigen-pair $(\lambda, \mathbf{x})$, where $\mathbf{N}(\lambda) \in \mathbb{R}^{n \times n}$ is a nonlinear matrix function of the eigen-parameter $\lambda$, but independent to $\mathbf{x}$. Eq. (1) involves the following special cases:

$$
\begin{align*}
& \mathbf{N}(\lambda)=\mathbf{A}-\lambda \mathbf{B} \text { (generalized eigenvalue problem) }  \tag{2}\\
& \mathbf{N}(\lambda)=\lambda^{2} \mathbf{M}+\lambda \mathbf{C}+\mathbf{K} \text { (quadratic eigenvalue problem) } \tag{3}
\end{align*}
$$

$\mathbf{N}(\lambda)=\lambda^{2} \mathbf{M}+\lambda \mathbf{G}+\mathbf{K}$ (gyroscopic eigenvalue problem),
$\mathbf{N}(\lambda)=\sum_{i=0}^{k} \lambda^{i} \mathbf{A}_{i}($ polynomial eigenvalue problem),
$\mathbf{N}(\lambda)=\mathbf{A}-\lambda \mathbf{B}+\sum_{i=1}^{k} \frac{\lambda}{\sigma_{i}-\lambda} \mathbf{A}_{i}$, (rational eigenvalue problem),
where $\sigma_{i}$ are the poles.
The nonlinear eigenvalue problem consists of finding vector $\mathrm{x} \in \mathbb{C}^{n}$ and scalar $\lambda \in \mathbb{C}$ that satisfy Eq. (1). If $\lambda \in \mathbb{R}$ is a real eigenvalue, then the corresponding $x \in \mathbb{R}^{n}$ is a real eigenvector.

In the gyroscopic system (4), $\mathbf{M}, \mathbf{G}, \mathbf{K} \in \mathbb{R}^{n \times n}$, where $\mathbf{M}$ is a positive definite matrix, $\mathbf{K}$ is a negative definite matrix, and $\mathbf{G}=-\mathbf{G}^{\mathrm{T}}$ is a skew-symmetric matrix $[2,3]$. Many quadratic eigenvalue problems like that in Eqs. (3) and (4) were reviewed in [4]. Most of the numerical methods that deal with nonlinear eigenvalue problems are Newton type methods [5-8]. In [9], some available solution techniques for the nonlinear eigenvalue problems using the Jacobi-Davidson, Arnoldi, and rational Krylov methods were presented. The Rayleigh functional was adopted in [10] for a rational eigenvalue problem, and the Rayleigh-Ritz method was adopted in [11,12] for polynomial and nonlinear eigenproblems. The nonlinear eigenvalue problem imposes a great challenge for researchers to develop efficient and accurate methods $[9,13]$.

In the free vibration of a $q$-degree mass-damping-spring structure, the system of differential equations for describing the motion is [14]
$\mathbf{M} \ddot{\mathbf{q}}(t)+\mathbf{C} \dot{\mathbf{q}}(t)+\mathbf{K q}(t)=\mathbf{0}$,
where $\mathbf{q}(t)$ is a time-dependent $q$-dimensional vector to signify the generalized displacements of the system.

In the engineering application, the mass matrix $\mathbf{M}$ and the stiffness matrix $\mathbf{K}$ are positive definite because they are related to the kinetic energy and elastic strain energy. However, the damping properties of a system reflected in the viscous damping matrix $\mathbf{C}$ are rarely known, making it difficult to evaluate exactly $[15,16]$.

In terms of the vibration mode $\mathbf{x}$, we can express the fundamental solution of Eq. (7) as
$\mathbf{q}(t)=e^{\lambda t} \mathbf{x}$,
which leads to a nonlinear eigen-equation for $(\lambda, \mathbf{x})$ :
$\left(\lambda^{2} \mathbf{M}+\lambda \mathbf{C}+\mathbf{K}\right) \mathbf{x}=\mathbf{0}$.
Eq. (9) is a quadratic eigenvalue problem to determine the eigen-pair $(\lambda, \mathbf{x})$. Especially, when $\mathbf{C}=$ 0 we have
$\left(\omega^{2} \mathbf{M}-\mathbf{K}\right) \mathbf{x}=\mathbf{0}$,
by inserting $\mathbf{q}=e^{i \omega t x}$ into Eq. (7). For the design of engineering structure knowing the frequencies of free vibration modes is of utmost importance. For the many applications of nonlinear eigenvalue problems, we are motivated to develop simple methods to tackle these nonlinear problems.

A lot of applications and solutions to quadratic eigenvalue problems have been proposed, e.g., the homotopy perturbation technique [17], the electromagnetic wave propagation and the analysis of an acoustic fluid contained in a cavity with absorbing walls [18], and a friction induced vibration problem
under variability [19]. In addition, several applications and solvers of generalized eigen-value problems have been addressed, e.g., the overlapping finite element method [20], the complex HZ method [21], the context of sensor selection [22], and a generalized Arnoldi method [23].

This paper develops two simple approaches to solving nonlinear eigenvalue problems. The innovation points of this paper are as follows:

1. When solving the nonlinear eigenvalue problems, they can be transformed into minimization problems regardless of real and complex eigenvalues.
2. For solving the linear equations system on the right-hand side with a zero vector, this paper presents the variable transformation to create a new nonhomogeneous linear system and merit functions.
3. When solving real or complex nonlinear eigenvalue problems, the vector variable of merit functions can search linearly in a desired range of the curve or surface by using 1D and 2D golden section search algorithms.
4. A simpler method is combined with the Newton iteration method, which is convergent very fast to solve nonlinear eigenvalue problems.

The rest of the paper's contents are organized as follows: Section 2 introduces the first method to recast the original homogeneous eigen-equation to a nonhomogeneous linear system for satisfying a minimization requirement to determine the real eigenvalue. An example demonstrates this method upon using the one-dimensional golden section search algorithm (1D GSSA) to seek real eigenvalue. Then, other minimization requirements are derived to determine the complex eigenvalue. An example demonstrates this method. Section 3 proposes a simpler method to derive other nonhomogeneous linear systems by directly implementing the normalization condition into the eigen-equation. The fictitious time integration method (FTIM) is employed to seek real eigenvalue, and the two-dimensional golden section search algorithm (2D GSSA) is employed to find complex eigenvalue. Some examples of nonlinear eigenvalue problems are presented in Section 4, which displays the advantages of the presented two methods. Finally, the conclusions are drawn in Section 5.

## 2 The First Method

We call the set of all eigenvalues $\lambda$ of $\mathbf{N}$ the spectrum of $\mathbf{N}$ and denote it by
$\sigma(\mathbf{N})=\{\lambda \mid \operatorname{Det}[\mathbf{N}(\lambda)]=0, \lambda \in \mathbb{C}\}$.
It is known that if $\lambda \notin \sigma(\mathbf{N})$, then Eq. (1) has only the trivial solution $\mathbf{x}=\mathbf{0}$. If $\lambda \in \sigma(\mathbf{N})$, then Eq. (1) has a non-trivial eigenvector with $\mathbf{x} \neq \mathbf{0}$.

As noticed by Liu et al. [24], from Eq. (1), it is hard to directly determine the eigenvalue and eigenvector by a numerical method. In fact, from $\mathbf{N x}=\mathbf{0}$ we obtain $\mathbf{x}=\mathbf{0}$ by numerical method, since the right-hand side is a zero vector. In [24], a new strategy to overcome this difficulty is using the variable transformation to have a nonzero external excitation term on the right-hand side, such that a new nonhomogeneous linear system is created.

In order to definitely obtain a nonzero vector $\mathbf{x}$, we can create a nontrivial solution of Eq. (1), of which at least one component of $\mathbf{x}$ is not zero, say the $j_{0}$-th component. We can normalize it to be $x_{j 0}$ $=1$. Let $n_{i j}$ be the components of the matrix $\mathbf{N}(\lambda)$ for each specified $\lambda$, and we define
$e_{i}=-n_{i j}, i=1, \ldots, n_{0}$,
$\mathbf{y}=\left(y_{1}, \ldots, y_{n 0}\right)^{\mathrm{T}}=\left(x_{1}, \ldots, x_{j 0-1}, x_{j 0+1}, \ldots, x_{n}\right)^{\mathrm{T}}$,
where $n_{i j 0}$ is the $j_{0}$-th column of the matrix $\mathbf{N}$ and $n_{0}=n-1$. Then, it follows from Eq. (1) an $n_{0}=$ ( $n-1$ )-dimensional nonhomogeneous linear system:
$\mathbf{C y}=\mathbf{e}, \mathbf{C} \in \mathbb{R}^{n_{0} \times n_{0}}, \mathbf{y}, \mathbf{e} \in \mathbb{R}^{n_{0}}$,
which is obtained by moving the $j_{0}$-th column of the eigen-equation to the right-hand side as shown by the componential form:

$$
\begin{equation*}
\sum_{j=1}^{n_{0}} c_{i j} y_{j}=e_{i}, i, j=1, \ldots, n_{0} \tag{15}
\end{equation*}
$$

In the Appendix, a computer code is given to derive $c_{i j}$ from $n_{i j}$.

### 2.1 Real Eigenvalue

If $\lambda$ is an eigenvalue and $\mathbf{x}$ is the corresponding eigenvector, $\|\mathbf{N}(\lambda) \mathbf{x}\|=0$ by Eq. (1). In other case $\|\mathbf{N}(\lambda) \mathbf{x}\|>0$ for all $\mathbf{x} \neq \mathbf{0}$. Consequently, $\|\mathbf{N}(\lambda) \mathbf{x}\| \geq 0$. For a given $\lambda \in \mathbb{R}$, if $\mathbf{x}$ is solved from Eqs. (12)-(15) with a certain $j_{0}$, then we can determine the correct eigenvalue of $\lambda$ by minimizing the following merit function:

$$
\begin{equation*}
\min _{\lambda \in[a, b]} f_{1}(\lambda):=\|\mathbf{N}(\lambda) \mathbf{x}\| \geq 0, \tag{16}
\end{equation*}
$$

where $\|\mathbf{N}(\lambda) \mathbf{x}\|$ denote the Euclidean norm of $\mathbf{N}(\lambda) \mathbf{x}$, and $[a, b]$ must include one real eigenvalue. It is emphasized that the vector variable $\mathbf{x}$ in Eq. (16) is not a trivial solution of Eq. (1). In contrast, $\mathbf{x}$ is solved from Eqs. (12)-(15) for each specified eigen-parameter $\lambda \in[a, b]$. The pair $(\lambda, \mathbf{x})$ obtained from Eqs. (16) and (12)-(15) is an eigen-pair satisfying Eq. (1), such that $\|\mathbf{N}(\lambda) \mathbf{x}\|=0$ is the minimum of $f_{1}$. Otherwise, $\|\mathbf{N}(\lambda) \mathbf{x}\|>0$ when $\lambda$ is not an eigenvalue.

The motivation by transforming Eq. (1), which is a homogeneous equation with a zero vector on the right-hand side, to a nonhomogeneous Eq. (14) is that we can obtain a nonzero vector $\mathbf{x}$ by Eq. (13). Then, the minimization in Eq. (16) can be carried out. If we directly solve Eq. (1), only a trivial solution with $\mathbf{x}=\mathbf{0}$ is obtained by numerical solver and thus Eq. (16) cannot be workable. Moreover, for each $\lambda$ used in the minimization (16), Eq. (14) is a linear system that is easily solved for the new method being workable by using Eqs. (14)-(16).

The first method (FM) for solving the nonlinear eigenvalue problems is given as follows. (i) Select $[a, b]$ and $j_{0}$. (ii) Solve Eqs. (12)-(15) for each required $\lambda_{i} \in[a, b]$. (iii) Apply the one-dimensional golden section search algorithm (1D GSSA) to Eq. (16) for picking up the eigenvalue.

To demonstrate the new idea in Eq. (16), we consider Eq. (2) with [25]:
$\mathbf{A}=\left[\begin{array}{ccccc}2 & 3 & 4 & 5 & 6 \\ 4 & 4 & 5 & 6 & 7 \\ 0 & 3 & 6 & 7 & 8 \\ 0 & 0 & 2 & 8 & 9 \\ 0 & 0 & 0 & 1 & 10\end{array}\right], \mathbf{B}=\left[\begin{array}{ccccc}1 & -1 & -1 & -1 & -1 \\ 0 & 1 & -1 & -1 & -1 \\ 0 & 0 & 1 & -1 & -1 \\ 0 & 0 & 0 & 1 & -1 \\ 0 & 0 & 0 & 0 & 1\end{array}\right]$.
We take a large interval with $[a, b]=[-1,22]$ and $j_{0}=1$, and plot $f_{1}(\lambda)$ with respect to $\lambda \in[-1,22]$ in Fig. 1a, where five local minima signify five real eigenvalues.


Figure 1: For a generalized eigenvalue problem, showing five minima in a merit function: (a) first method and (b) second method

Applying the 1D GSSA to solve this problem, we record the number of iterations (NI) and the number of the computations of $f_{1}(\lambda)(\mathrm{NF})$. The detailed procedure to determine the precise value of the desired eigenvalue is that we first choose a finer interval $[a, b]$ to only include that eigenvalue, then for each $\lambda \in[a, b]$ required in the 1D GSSA we compute $\mathbf{x}$ from Eq. (13), which is then inserted into Eq. (16) to compute $f_{1}(\lambda)$. The 1D GSSA can lead to a precise eigenvalue that is minimized in the given interval $[a, b]$.

With $[a, b]=[-1,0]$, we obtain $\lambda=-0.1873528931969765$, where $\mathrm{NI}=73$ and $\mathrm{NF}=74$ and $\|\mathbf{N} \mathbf{x}\|=7.47 \times 10^{-15}$. For other four real eigenvalues we can keep the same efficiency and accuracy by using the 1D GSSA.

We note that the Newton type methods are not suitable for solving the minimization problem in Eq. (16), because those minimal points are very sharp as shown in Fig. 1a.

For a received nonlinear eigenvalue problem, the initial interval $[a, b]$ should be selected large enough to include all real eigenvalues, and then by plotting $f_{1}(\lambda) v s$. $\lambda$ in that interval we can observe several minimal points as shown in Fig. 1a for example (17). These points locate the real eigenvalues approximately, and we apply the 1D GSSA with a smaller interval involving the desired one to compute the eigenvalue very accurately.

### 2.2 Complex Eigenvalue

The complex eigenvalue is assumed to be
$\lambda=\lambda_{R}+i \lambda_{I}$.
Correspondingly, we take
$\mathbf{N}=\mathbf{N}_{1}+i \mathbf{N}_{2}, \mathbf{x}=\mathbf{z}+i \mathbf{w}$.
Inserting Eqs. (18) and (19) into Eq. (1), yields
$\left[\begin{array}{ll}\mathbf{N}_{1} & -\mathbf{N}_{2} \\ \mathbf{N}_{2} & \mathbf{N}_{1}\end{array}\right]\left[\begin{array}{l}\mathbf{z} \\ \mathbf{w}\end{array}\right]=\mathbf{0}$.

Upon letting
$\mathbf{X}:=\left[\begin{array}{l}\mathbf{z} \\ \mathbf{w}\end{array}\right], \mathbf{D}:=\left[\begin{array}{ll}\mathbf{N}_{1} & -\mathbf{N}_{2} \\ \mathbf{N}_{2} & \mathbf{N}_{1}\end{array}\right]$,
Eq. (20) becomes
$\mathbf{D}\left(\lambda_{R}, \lambda_{I}\right) \mathbf{X}=\mathbf{0}$.
To determine the complex eigenvalue, instead of Eq. (16), we consider
$\min _{\left(\lambda_{R}, \lambda_{I}\right) \in[a, b] \times[c, d]} f_{2}\left(\lambda_{R}, \lambda_{I}\right):=\left\|\mathbf{D}\left(\lambda_{R}, \lambda_{I}\right) \mathbf{X}\right\| \geq 0$.
The first method (FM) seeks the complex eigenvalue by (i) selecting $[a, b] \times[c, d]$ and $j_{0}$; (ii) for each $\left(\lambda_{R}, \lambda_{I}\right) \in[a, b] \times[c, d]$, required, solving Eqs. (12) $-(15)$ with $\mathbf{N}$ replaced by $\mathbf{D}$ and $\mathbf{x}$ replaced by $\mathbf{X}$; (iii) applying the two-dimensional GSSA (2D GSSA) to Eq. (23).

Both the convergence criteria of the 1D and 2D GSSA are fixed to be $10^{-15}$. About the 2D GSSA, one may refer [26].

When $\lambda_{R}$ and $\lambda_{I}$ take values inside a rectangle by $\left(\lambda_{R}, \lambda_{I}\right) \in[a, b] \times[c, d]$, we can plot $\left\|\mathbf{D X}\left(\lambda_{R}, \lambda_{I}\right)\right\|$ vs. $\left(\lambda_{R}, \lambda_{I}\right)$ in the rectangle on the eigen-parametric plane. To display the advantage of Eq. (23), we consider a standard eigenvalue problem with
$\mathbf{A}=\left[\begin{array}{ll}1 & -1 \\ 1 & 2\end{array}\right], \mathbf{B}=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$,
whose complex eigenvalues are
$\lambda=\frac{3}{2} \pm \frac{i \sqrt{3}}{2}$.
We take $[a, b] \times[c, d]=[1.2,1.9] \times[0.5,0.9]$, and $\operatorname{plot} f_{2}$ over the plane $\left(\lambda_{R}, \lambda_{I}\right)$ in Fig. 2, where one minimum point is close to the point $(3 / 2, \sqrt{3} / 2)$. When we apply the 2D GSSA to solve this problem, with $[a, b] \times[c, d]=[1.2,1.9] \times[0.5,0.9]$, we can obtain $\mathrm{NI}=58, \mathrm{NF}=232$ and $\|\mathbf{N} \mathbf{x}\|=1.54 \times 10^{-14}$, and the error of the eigenvalue is $6.51 \times 10^{-14}$.


Figure 2: The detection of a complex eigenvalue as a minimal point of a merit function

## 3 A Simpler Approach to a Nonhomogeneous System

If $\mathbf{x}$ is an eigenvector of Eq. (1), then $\alpha \mathbf{x}, \alpha \neq 0$ is also an eigenvector, which means that the solution $\mathbf{x}$ of Eq. (1) is not unique. Therefore, we can impose on Eq. (1) an extra normalization condition:
$\mathbf{b}^{\mathrm{T}} \mathbf{x}=1$.
We can prove the following result.
Lemma 1. For $\mathbf{x} \neq \mathbf{0}$ in Eq. (1) being imposed a normalized condition (26), for the eigenvector is unique.

Proof. Suppose that $\mathbf{x} \neq \mathbf{0}$ and $\mathbf{y} \neq \mathbf{0}$ are two solutions of Eqs. (1) and (26), and define $\mathbf{u}=\mathbf{x}-\mathbf{y}$. Taking the difference, yields
$\mathbf{N u}=\mathbf{0}$,
$\mathbf{b}^{\mathrm{T}} \mathbf{u}=0$.
Combining Eqs. (27) and (28) together yields
$\left[\begin{array}{c}\mathbf{N} \\ \mathbf{b}^{\mathrm{T}}\end{array}\right] \mathbf{u}=\left[\begin{array}{c}\mathbf{0}_{n} \\ 1\end{array}\right]$.
On both sides multiplied by
$\left[\begin{array}{l}\mathbf{N} \\ \mathbf{b}^{\mathrm{T}}\end{array}\right]^{\mathrm{T}}=\left[\mathbf{N}^{\mathrm{T}} \mathbf{b}\right]$,
we have
$\left[\begin{array}{l}\mathbf{N}^{\mathrm{T}} \\ \mathbf{b}\end{array}\right]\left[\begin{array}{l}\mathbf{N} \\ \mathbf{b}^{\mathrm{T}}\end{array}\right] \mathbf{u}=\left[\begin{array}{l}\mathbf{N}^{\mathrm{T}} \mathbf{b}\end{array}\right]\left[\begin{array}{l}\mathbf{0}_{n} \\ 1\end{array}\right]$.
Hence, we can derive
$\left(\mathbf{N}^{\mathrm{T}} \mathbf{N}+\mathbf{b b}^{\mathrm{T}}\right) \mathbf{u}=\mathbf{0}$.
which leads to $\mathbf{u}=\mathbf{0}$ since $\mathbf{N}^{\mathrm{T}} \mathbf{N}+\mathbf{b b}^{\mathrm{T}}$ is invertible positive definite in view of Eq. (26), and thus
Theorem 1. For $\mathbf{x} \neq \mathbf{0}$ in Eq. (1) being imposed by a normalized condition (26) for the uniqueness of $\mathbf{x} \in \mathbb{R}^{n}$, a linear equations system to determine $\mathbf{x}$ is given by
$\left[\mathbf{N}(\lambda)+\mathbf{b b}^{\mathrm{T}}\right] \mathbf{x}=\mathbf{b}$,
where $\mathbf{b} \neq \mathbf{0} \in \mathbb{R}^{n}$ is given.
Proof. Combined Eqs. (1) and (26) together yields an over-determined linear system:
$\left[\begin{array}{l}\mathbf{N} \\ \mathbf{b}^{\mathrm{T}}\end{array}\right] \mathbf{x}=\left[\begin{array}{l}\mathbf{0}_{n} \\ 1\end{array}\right]$
On both sides multiplied by
$\left[\begin{array}{l}\mathbf{N} \\ \mathbf{b}^{\mathrm{T}}\end{array}\right]^{\mathrm{T}}=\left[\mathbf{N}^{\mathrm{T}} \mathbf{b}\right]$,
we have

$$
\left[\mathbf{N}^{\mathrm{T}} \mathbf{b}\right]\left[\begin{array}{l}
\mathbf{N}  \tag{34}\\
\mathbf{b}^{\mathrm{T}}
\end{array}\right] \mathbf{x}=\left[\mathbf{N}^{\mathrm{T}} \mathbf{b}\right]\left[\begin{array}{c}
\mathbf{0}_{n} \\
1
\end{array}\right] .
$$

Hence, we can derive
$\left(\mathbf{N}^{\mathrm{T}} \mathbf{N}+\mathbf{b b}^{\mathrm{T}}\right) \mathbf{x}=\mathbf{b}$.
If the coefficient matrix $\mathbf{N}$ is highly ill-conditioned, we can reduce Eq. (35) to Eq. (32), which is easily derived by adding $\mathbf{b}^{\mathrm{T}} \mathbf{x b}$ on both sides of Eq. (1) and from Eq. (26) with $\mathbf{b}^{\mathrm{T}} \mathbf{x}=1$ being used.

Eq. (35) bears certain similarity to the equations derived in [27,28] for solving ill-posed linear system, where the idea is adding $\mathbf{b b}^{\mathrm{T}}$ as a regularization of Eq. (1) and $\mathbf{b}$ plays the role as a regularization vector.

Eqs. (32) and (16) are the simplest method to find the real eigenvalues of Eq. (1), which is labeled as the second method or a simpler method (SM). It is apparent that Eq. (32) is simpler than Eqs. (12)(15) used in the first method (FM) to solve the nonzero vector variable $\mathbf{x}$.

In general, the GSSA requires many iterations and the evaluations of merit function to solve the minimization problem. The fictitious time integration method (FTIM) was first coined by Liu et al. [29] to solve a nonlinear equation. Eq. (16) is to be solved by FTIM for finding the real eigenvalues.

Let us define
$F(\lambda):=\|\mathbf{N}(\lambda) \mathbf{x}\|$,
which is an implicit function of $\lambda$. To obtain $\lambda$, we need to solve a highly nonlinear scalar equation:
$F(\lambda)=0$.
For Eq. (37), Liu et al. [29] developed an iterative scheme:
$\lambda^{k+1}=\lambda^{k}+\frac{v \Delta \xi}{1+k \Delta \xi} F\left(\lambda^{k}\right), k=0,1, \ldots$,
where $\Delta \xi$ is a fictitious time increment. The iterations in Eq. (38) are terminated if $F\left(\lambda^{k+1}\right)>F\left(\lambda^{k}\right)$.
Starting from an initial guess $\lambda^{0}$ smaller than the desired eigenvalue, Eq. (38) can generate a monotonically increasing sequence of $\lambda^{k}, k=1, \ldots$ to tend to the true eigenvalue. When an initial guess $\lambda^{0}$ is larger than the desired eigenvalue, we can take
$\lambda^{k+1}=\lambda^{k}-\frac{v \Delta \xi}{1+k \Delta \xi} F\left(\lambda^{k}\right), k=0,1, \ldots$,
which makes a monotonically decreasing sequence of $\lambda^{k}, k=1, \ldots$ to tend to the true eigenvalue.
The second method (SM) for determining the real eigenvalue of Eq. (1) is summarized as follows. (i) Select $\lambda^{0}$ and $\mathbf{b}$, and give $\Delta \xi$ and $v$. (ii) Solve Eq. (32) for each required $\lambda^{k}$. (iii) Apply the FTIM in Eq. (38) for tending to the desired eigenvalue.

We revisit the generalized eigenvalue problem given by Eq. (17) and using the SM. In Fig. 1b, we plot $F(\lambda)$ with respect to the eigen-parameter in an interval, whose five minimums represent five eigenvalues. The presented merit curve is quite different from that in Fig. 1a obtained by the first method (FM).

With $\mathbf{b}=(1,0,0,0,0)^{\mathrm{T}}$, Table 1 lists the eigenvalue, the error $\|\mathbf{N} \mathbf{x}\|$, the number of iterations (NI), $\Delta \xi$ and $v$ used in the FTIM. The first eigenvalue is very close to that obtained by the first method in Section 2.1. The accuracy of the SM is slightly better than the FM with a smaller error of $\|\mathbf{N} \mathbf{x}\|$. Moreover, NI is saving about five times.

Table 1: For an example (17) solved by SM and FTIM, listing some results

| $\lambda$ | $\\| \mathbf{N} \mathbf{x}$ | NI | $\Delta \xi$ | $v$ |
| :--- | :--- | :--- | :--- | :--- |
| -0.187352893196976 | $2.55 \times 10^{-15}$ | 14 | 0.001 | 290 |
| 1.313278952662423 | $1.51 \times 10^{-15}$ | 15 | 0.001 | 220 |
| 5.537956370847892 | $2 \times 10^{-15}$ | 15 | 0.001 | 190 |
| 12.0896928530668 | $4.12 \times 10^{-15}$ | 17 | 0.001 | 163 |
| 21.24642471661986 | $5.48 \times 10^{-15}$ | 10 | 0.001 | 120 |

Theorem 2. For $\mathbf{x} \neq \mathbf{0}$ in Eq. (1) being imposed by a normalized condition (26) for the uniqueness of $\mathbf{x} \in \mathbb{C}^{n}$, if $\lambda$ is a complex eigenvalue, a linear equations system to determine $\mathbf{x}$ can be derived as follows:

$$
\left[\begin{array}{cc}
\mathbf{N}_{1}+\mathbf{b b}^{\mathrm{T}} & -\mathbf{N}_{2}  \tag{40}\\
\mathbf{N}_{2} & \mathbf{N}_{1}+\mathbf{b} \mathbf{b}^{\mathrm{T}}
\end{array}\right]\left[\begin{array}{l}
\mathbf{u} \\
\mathbf{v}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{b} \\
\mathbf{0}_{n}
\end{array}\right],
$$

where
$\lambda=\lambda_{R}+i \lambda_{I}, \mathbf{N}=\mathbf{N}_{1}+i \mathbf{N}_{2}, \mathbf{x}=\mathbf{u}+i \mathbf{v}$.
Proof. Inserting Eq. (41) into Eq. (32), yields
$\left(\mathbf{N}_{1}+\mathbf{b b}^{\mathrm{T}}+i \mathbf{N}_{2}\right)(\mathbf{u}+i \mathbf{v})=\mathbf{b}$.
Equating the real and imaginary parts of Eq. (42), we have
$\left(\mathbf{N}_{1}+\mathbf{b b}^{\mathrm{T}}\right) \mathbf{u}-\mathbf{N}_{2} \mathbf{v}=\mathbf{b}, \mathbf{N}_{2} \mathbf{u}+\left(\mathbf{N}_{1}+\mathbf{b b}^{\mathrm{T}}\right) \mathbf{v}=\mathbf{0}$,
which can be recast to that in Eq. (40).
When $\mathbf{x}$ is solved from Eq. (40), we can employ the minimization in Eq. (23) by picking up the complex eigenvalue with the aid of 2D GSSA.

We revisit the standard eigenvalue problem given by Eq. (24) by using the SM with $\mathbf{b}=(1,1)^{\mathrm{T}}$ and $\varepsilon=10^{-15}$ for the 2D GSSA. With $[a, b] \times[c, d]=[1.2,1.9] \times[0.5,0.9]$, we can obtain $\mathrm{NI}=73$ and $\|\mathbf{N} \mathbf{x}\|=7.22 \times 10^{-16}$, and the error of the eigenvalue is $4.44 \times 10^{-16}$. The SM is more accurate than the FM.

To compare with the Newton method, we supplement Eq. (1) by
$\|\mathbf{x}\|=1$,
which is a normalized condition. Letting $x_{n+1}=\lambda$, yields the following nonlinear equations with dimension $m=n+1$ :
$\mathbf{N}\left(x_{m}\right) \mathbf{x}=\mathbf{0}$,
$x_{1}^{2}+\ldots+x_{n}^{2}-1=0$.

At the $k$-th step the Jacobian matrix reads as
$\mathbf{J}_{k}=\left[\begin{array}{cc}\mathbf{N}\left(x_{m}^{k}\right) & \mathbf{N}^{\prime}\left(x_{m}^{k}\right) \mathbf{x}^{k} \\ 2\left(\mathbf{x}^{k}\right)^{T} & 0\end{array}\right]$.
Then the Newton iteration method is given by
$\left[\begin{array}{l}\mathbf{x}^{k+1} \\ x_{m}^{k+1}\end{array}\right]=\left[\begin{array}{l}\mathbf{x}^{k+1} \\ x_{m}^{k+1}\end{array}\right]-\mathbf{J}_{k}^{-1}\left[\begin{array}{l}\mathbf{N}\left(x_{m}^{k}\right) \mathbf{x}^{k} \\ \left\|\mathbf{x}^{k}\right\|^{2}-1\end{array}\right]$.
The iteration is terminated if it converges with a given criterion $\varepsilon=10^{-15}$.
In Table 2, we list the results computed from the Newton method, where the initial guess is $\mathbf{x}^{0}=\mathbf{1}$ and $\lambda^{0}=c_{0}$.

Table 2: For an example (17) solved by the Newton method, listing some results

| $\lambda$ | $c_{0}$ | $\\|\mathbf{N} \mathbf{x}\\|$ | NI |
| :--- | :--- | :--- | :--- |
| -0.1873528931969764 | 0 | $4.36 \times 10^{-16}$ | 11 |
| 1.313278952662422 | 1.5 | $1.15 \times 10^{-15}$ | 10 |
| 5.537956370847892 | 5 | $8.89 \times 10^{-16}$ | 8 |
| 12.0896928530668 | 12 | $9.16 \times 10^{-15}$ | 8 |
| 21.24642471661986 | 2 | $6.38 \times 10^{-16}$ | $>1000$ |

We can observe that $c_{0}$ must be chosen to close the exact eigenvalue; otherwise, it converges very slowly as that for the last eigenvalue.

To improve the performance, we can combine the Newton method to the SM, and solve Eqs. (32) and (26) by the following iteration:

$$
\left[\begin{array}{l}
\mathbf{x}^{k+1}  \tag{49}\\
x_{m}^{k+1}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{x}^{k} \\
x_{m}^{k}
\end{array}\right]-\left[\begin{array}{cc}
\mathbf{N}\left(x_{m}^{k}\right)+\mathbf{b b}^{\mathrm{T}} & \mathbf{N}^{\prime}\left(x_{m}^{k}\right) \mathbf{x}^{k} \\
\mathbf{b}^{T} & 0
\end{array}\right]^{-1}\left[\begin{array}{c}
\mathbf{N}\left(x_{m}^{k}\right) \mathbf{x}^{k}+\mathbf{b} \cdot \mathbf{x}^{k} \mathbf{b}-\mathbf{b} \\
\mathbf{b} \cdot \mathbf{x}^{k}-1
\end{array}\right] .
$$

The iteration is terminated if the given convergence criterion $\varepsilon=10^{-15}$ is fulfilled.
In Table 3, we list the results computed from the SM and Newton method, where $\mathbf{b}=(1,0, \ldots, 0)^{\mathrm{T}}$ and the initial guess is $\mathbf{x}^{0}=\mathbf{1}$ and $\lambda^{0}=c_{0}$.

Table 3: For an example (17) solved by the SM and Newton method, listing some results

| $\lambda$ | $c_{0}$ | $\\|\mathbf{N x}\\|$ | NI |
| :--- | :--- | :--- | :--- |
| -0.1873528931969766 | -0.2 | $2.24 \times 10^{-15}$ | 7 |
| 1.313278952662422 | 1.5 | $1.59 \times 10^{-15}$ | 6 |
| 5.537956370847891 | 5 | $5.03 \times 10^{-16}$ | 7 |
| 12.0896928530668 | 12 | $2.51 \times 10^{-15}$ | 5 |
| 21.24642471661986 | 22 | $1.83 \times 10^{-15}$ | 7 |

Upon comparing Table 3 with Table 2, it is obvious that the combination of the simpler method (SM) to the Newton iteration outperforms the original Newton method.

Remark 1. Even the proofs of Theorems 1 and 2 are simple and straightforward, they are crucial for the developments of the proposed numerical methods for effectively and accurately solving the nonlinear eigenvalue problems. Eq. (49) as an application of Theorem 1 is a very effective combination of the SM and Newton method to solve nonlinear eigenvalue problems.

## 4 Examples of Nonlinear Eigenvalue Problems

Example 1. Consider
$\mathbf{N}(\lambda) \mathbf{x}=\left(\lambda^{2} \mathbf{M}+\sqrt{\lambda} \mathbf{C}+\mathbf{K}\right) \mathbf{x}=\mathbf{0}$,
where
$\mathbf{M}=\left[\begin{array}{lll}0 & 6 & 0 \\ 0 & 6 & 0 \\ 0 & 0 & 1\end{array}\right], \mathbf{C}=\left[\begin{array}{lll}1 & -6 & 0 \\ 2 & -7 & 0 \\ 0 & 0 & 0\end{array}\right], \quad \mathbf{K}=\mathbf{I}_{3}$.
We apply the 1D GSSA to solve this problem. With $[a, b]=[0,0.1]$, we obtain $\lambda=$ 0.04080314176866114 , where $\mathrm{NI}=68$ and $\mathrm{NF}=69 .\|\mathbf{N} \mathbf{x}\|=8.62 \times 10^{-16}$ is obtained. With $[a, b]=[0.6,0.8]$, we obtain $\lambda=0.7425972620277175$, where $\mathrm{NI}=70, \mathrm{NF}=71$ and $\|\mathbf{N} \mathbf{x}\|=0$. Let $\sqrt{\lambda}=\mu$ and we can derive
$\mathbf{N}_{1}=\left[\left(\mu_{R}^{2}-\mu_{I}^{2}\right)^{2}-4 \mu_{R}^{2} \mu_{I}^{2}\right] \mathbf{M}+\mu_{R} \mathbf{C}+\mathbf{K}, \mathbf{N}_{2}=4 \mu_{R} \mu_{I}\left(\mu_{R}^{2}-\mu_{I}^{2}\right) \mathbf{M}+\mu_{I} \mathbf{C}$.
There are totally 24 eigenvalues as shown in Fig. 3a, which are computed by the detecting method based on 2D GSSA.


Figure 3: For the distribution of (a) example 1 with 24 eigenvalues and (b) example 3 with 18 eigenvalues
In Eq. (50), if $\sqrt{\lambda}$ is replaced by $\lambda$, there exist four real eigenvalues $1 / 3,1 / 2,1, \infty$ and two imaginary eigenvalues $\pm i$ as shown in [4].

With $\mathbf{b}=(1,1,1)^{\mathrm{T}}$, we plot $F(\lambda)$ in Fig. 4 with respect to the eigen-parameter, of which two minimums represent two real eigenvalues.

Table 4 lists the eigenvalue, the error $\|\mathbf{N} \mathbf{x}\|$, the number of iterations (NI), $\Delta \xi$ and $v$ used in the FTIM.


Figure 4: For a nonlinear eigenvalue problem of example 1 solved by SM, showing two minimums in a function F used in the FTIM

Table 4: For example 1 solved by SM and FTIM, listing some results

| $\lambda$ | $\\|\mathbf{N x}\\|$ | NI | $\Delta \xi$ | $v$ |
| :--- | :--- | :--- | :--- | :--- |
| 0.04080314176866105 | $1.5 \times 10^{-16}$ | 12 | 0.001 | 95 |
| 0.7425972620277168 | $3.26 \times 10^{-15}$ | 45 | 0.001 | 88 |

Example 2. Next, we consider [8]
$\mathbf{N}(\lambda) \mathbf{x}=\left[\mathbf{A}+\exp (-\lambda) \mathbf{B}-\lambda \mathbf{I}_{3}\right] \mathbf{x}=\mathbf{0}$,
where
$\mathbf{A}=\left[\begin{array}{ccc}0 & 1 & 0 \\ 0 & 0 & 1 \\ -a_{3} & -a_{2} & -a_{1}\end{array}\right], \mathbf{B}=\left[\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & 0 \\ -b_{3} & -b_{2} & -b_{1}\end{array}\right]$.
It describes a time-delay system.
We take $a_{1}=1.5, a_{2}=1, a_{3}=0.5$ and $b_{1}=0.3, b_{2}=0.2, b_{3}=0.1$, and there exist four complex eigenvalues. Through some manipulations, we find that
$\mathbf{N}_{1}=\left(\lambda_{R}, \lambda_{I}\right)=\mathbf{A}+\exp \left(-\lambda_{R}\right) \cos \lambda_{I} \mathbf{B}-\lambda_{R} \mathbf{I}_{3}, \mathbf{N}_{2}=\left(\lambda_{R}, \lambda_{I}\right)=-\exp \left(-\lambda_{R}\right) \sin \lambda_{I} \mathbf{B}-\lambda_{I} \mathbf{I}_{3}$.
When we apply the 2D GSSA to solve this problem, with $[a, b] \times[c, d]=[-1.5,1.5] \times$ $[0,10]$ and $j_{0}=2$, we obtain NI $=78, \mathrm{NF}=312$ and $\|\mathbf{N x}\|=4.96 \times 10^{-16}$. The complex eigenvalue is $\lambda=-0.3208498325636319 \pm i 0.6608850649667835$, and the corresponding complex eigenvector is $x_{1}=-0.5944815593616035-i 1.224510484674573, x_{2}=1$ and $x_{3}=$ $-0.3208498325636320-i 0.6608850649667830$. With $[a, b] \times[c, d]=[-1.5,-1.4] \times[0.9,1.1]$ and $j_{0}=2$, we obtain NI $=70$, NF $=280$ and $\|\mathbf{N} \mathbf{x}\|=8.95 \times 10^{-16}$. The complex eigenvalue is $\lambda=-1.422926059141503 \pm i 1.035178169828797$, and the corresponding complex eigenvector is $x_{1}=-0.4595550672255327-i 0.3343261375879888, x_{2}=1$, and $x_{3}=-1.422926059141503+$ $i 1.035178169828797$.

By taking the parameters of $a_{i}, b_{i}, i=1,2,3$ as that listed in [8,30], there exists a double nonsemi simple eigenvalue $3 \pi i$. With $[a, b] \times[c, d]=\left[-10^{-15}, 10^{-15}\right] \times[9.42,9.45]$ and $j_{0}=6$, we obtain
$\mathrm{NI}=60, \mathrm{NF}=240$ and $\|\mathbf{N x}\|=3.97 \times 10^{-15}$. The eigenvalue obtained is very close to $3 \pi i$ with an error $6.17 \times 10^{-10}$. To detect the imaginary eigenvalue, we can also use the 1 D GSSA with $[c, d]=[9.42,9.43]$ and $j_{0}=6$; we can obtain $\mathrm{NI}=56, \mathrm{NF}=60,\|\mathbf{N} \mathbf{x}\|=1.78 \times 10^{-15}$ and with an error $4.66 \times 10^{-10}$ of the obtained eigenvalue.

## Example 3. From [8]

$\mathbf{N}(\lambda)=\lambda^{3} \mathbf{A}_{3}+\lambda^{2} \mathbf{A}_{2}+\mathbf{A}_{0}$,
where
$\mathbf{A}_{3}=\left[\begin{array}{ccc}-4 & 3 & 12 \\ -17 & -11 & 0 \\ 1 & -1 & 3\end{array}\right], \mathbf{A}_{2}=\left[\begin{array}{ccc}2 & -6 & 1 \\ -2 & 22 & 11 \\ 7 & -1 & 1\end{array}\right], \mathbf{A}_{0}=\left[\begin{array}{ccc}-16 & -4 & 7 \\ -14 & 7 & 13 \\ 6 & 8 & 7\end{array}\right]$.
We can derive
$\mathbf{N}_{1}\left(\lambda_{R}, \lambda_{I}\right)=\left(\lambda_{R}^{3}-3 \lambda_{R} \lambda_{I}^{2}\right) \mathbf{A}_{3}+\left(\lambda_{R}^{2}-\lambda_{I}^{2}\right) \mathbf{A}_{2}+\mathbf{A}_{0}, \mathbf{N}_{2}\left(\lambda_{R}, \lambda_{I}\right)=\left(3 \lambda_{R}^{2} \lambda_{I}-\lambda_{I}^{3}\right) \mathbf{A}_{3}+2 \lambda_{R} \lambda_{I} \mathbf{A}_{2}$.
By applying the 2D GSSA to solve this problem with $[a, b] \times[c, d]=[0.01,0.03] \times[0.4,0.5]$ and $j_{0}=6$, we obtain NI $=68$, NF $=272$ and $\|\mathbf{N} \mathbf{x}\|=3.595 \times 10^{-15}$. While the complex eigenvalue is $\lambda=0.02570242595103067+i 0.4701394321627314$, the complex eigenvector is $x_{1}=$ $-0.1802298005308327+i 0.6067208490359938, x_{2}=0.3535853100582456-i 1.158223781021044$, and $x_{3}=-0.3638331326048661+i$. There are totally 18 eigenvalues as shown in Fig. 3b. Notice that the eigenvalue $\lambda=0.0257+i 0.4701$ provided in [8] leads to a much larger error with $\|\mathbf{N} \mathbf{x}\|=1.65 \times 10^{-3}$.

Example 4. We consider
$\mathbf{N}(\lambda)=\lambda^{2} \mathbf{A}_{2}+\lambda \mathbf{A}_{1}+\mathbf{A}_{0}$,
where
$\mathbf{A}_{2}=\left[\begin{array}{ccc}-4 & 3 & 12 \\ -17 & -11 & 0 \\ 1 & -1 & 3\end{array}\right], \mathbf{A}_{1}=\left[\begin{array}{ccc}2 & -6 & 1 \\ -2 & 22 & 11 \\ 7 & -1 & 1\end{array}\right], \mathbf{A}_{0}=\left[\begin{array}{ccc}-16 & -4 & 7 \\ -14 & 7 & 13 \\ 6 & 8 & 7\end{array}\right]$
We apply the SM to solve this problem with $\mathbf{b}=(0,1,0)^{\mathrm{T}}$ and $\varepsilon=10^{-15}$. In Fig. 5, with respect to the eigen-parameter in an interval, two minimums represent two real eigenvalues.


Figure 5: For a nonlinear eigenvalue problem of example 4 solved by SM , showing two minima in a function $F$ used in the FTIM

Table 5 lists the eigenvalue, the error $\|\mathbf{N} \mathbf{x}\|$, the number of iterations (NI), $\Delta \xi$ and $v$ used in the FTIM.

Table 5: For example 4 solved by SM and FTIM, listing some results

| $\lambda$ | $\\|\mathbf{N} \mathbf{x}\\|$ | NI | $\Delta \xi$ | $v$ |
| :--- | :--- | :--- | :--- | :--- |
| -0.2328574586400297 | $2.18 \times 10^{-16}$ | 30 | 0.001 | 29 |
| 2.355885632295363 | $8.33 \times 10^{-15}$ | 30 | 0.001 | 18.8 |

Example 5. This example is Example 6.2 of [31], and we have a quadratic eigenvalue problem (3) with

$$
\begin{equation*}
\mathbf{M}=c_{11} \mathbf{I}_{m} \otimes \tilde{\mathbf{M}}+c_{12} \tilde{\mathbf{M}} \otimes \mathbf{I}_{m}, \mathbf{C}=c_{21} \mathbf{I}_{m} \otimes \tilde{\mathbf{C}}+c_{22} \tilde{\mathbf{C}} \otimes \mathbf{I}_{m} \mathbf{K}=c_{31} \mathbf{I}_{m} \otimes \tilde{\mathbf{K}}+c_{32} \tilde{\mathbf{K}} \otimes \mathbf{I}_{m}, \tag{61}
\end{equation*}
$$

where
$\tilde{\mathbf{M}}=\frac{1}{6}\left(4 \mathbf{I}_{m}+\mathbf{B}+\mathbf{B}^{\mathrm{T}}\right), \tilde{\mathbf{C}}=\mathbf{B}-\mathbf{B}^{\mathrm{T}}, \tilde{\mathbf{K}}=\mathbf{B}+\mathbf{B}^{\mathrm{T}}-2 \mathbf{I}_{m}, \mathbf{B}=\left[\begin{array}{cccc}0 & 0 & \cdots & 0 \\ 1 & 0 & \cdots & 0 \\ \ddots & \ddots & \ddots & \vdots \\ \cdots & 0 & 1 & 0\end{array}\right]$.
By taking $m=5$, we have $n=25$, and we take $c_{11}=1, c_{12}=1.3, c_{21}=0.1, c_{22}=1.1, c_{31}=1$ and $c_{32}$ $=1.2$.

We apply the SM to solve this problem with $\mathbf{b}=(1, \ldots, 1)^{\mathrm{T}}$ and $\varepsilon=10^{-15}$. In Fig. 6, with respect to the eigen-parameter in an interval, three minimums represent three real eigenvalues.


Figure 6: For a nonlinear eigenvalue problem of example 5 solved by SM, showing three minima in a function $F$ used in the FTIM

Table 6 lists the eigenvalue, the error $\|\mathbf{N} \mathbf{x}\|$, the NI, $\Delta \xi$ and $v$ used in the FTIM. The last eigenvalue in Table 6 can be obtained from the FTIM (39).

Table 6: For example 5 solved by SM and FTIM, listing some results

| $\lambda$ | $\\|\mathbf{N x}\\|$ | NI | $\Delta \xi$ | $v$ |
| :--- | :--- | :--- | :--- | :--- |
| 0.6726432606416961 | $5 \times 10^{-16}$ | 18 | 0.01 | 400 |
| 0.9866442954682634 | $5 \times 10^{-15}$ | 24 | 0.01 | 650 |
| 1.068910201481607 | $1.74 \times 10^{15}$ | 15 | 0.0001 | 1500 |

In Table 7, we list the results computed from the Newton method, where the initial guess is $\mathbf{x}^{0}=\mathbf{1}$ and $\lambda^{0}=c_{0}$.

Table 7: For example 5 solved by the Newton method, listing some results

| $\lambda$ | $c_{0}$ | $\\|\mathbf{N} \mathbf{x}\\|$ | NI |
| :--- | :--- | :--- | :--- |
| 0.6726432606416951 | 0.6 | $4.83 \times 10^{-16}$ | 8 |
| 0.9866442954682592 | 0.1 | $1.15 \times 10^{-15}$ | 10 |
| 1.068910201481607 | 1.06 | $5.17 \times 10^{-16}$ | 11 |

We can observe that $c_{0}$ must be chosen to close the exact eigenvalue; otherwise, it converges very slowly as that for the first and third eigenvalues.

In Table 8, we list the results computed from the Newton method, where $\mathbf{b}=\mathbf{1}$ and the initial guess is $\mathbf{x}^{0}=\mathbf{1}$ and $\lambda^{0}=c_{0}$.

Table 8: For example 5 solved by the combination of SM and the Newton method, listing some results

| $\lambda$ | $c_{0}$ | $\\|\mathbf{N} \mathbf{x}\\|$ | NI |
| :--- | :--- | :--- | :--- |
| 0.6726432606416943 | 0.6 | $1.25 \times 10^{-16}$ | 6 |
| 0.9866442954682596 | 0.1 | $4.92 \times 10^{-15}$ | 6 |
| 1.068910201481607 | 1.06 | $7.53 \times 10^{-16}$ | 8 |

Upon comparing Table 8 to Table 7, the performance is improved by combining SM to the Newton method.

Example 6. As a practical application, we consider a five-story shear building with [32]
$\mathbf{M}=\left[\begin{array}{ccccc}140 & 0 & 0 & 0 & 0 \\ 0 & 120 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 120 & 0 \\ 0 & 0 & 0 & 0 & 100\end{array}\right] \frac{\operatorname{kip}}{\mathrm{g}}, \mathbf{K}=\left[\begin{array}{ccccc}800 & -400 & 0 & 0 & 0 \\ -400 & 600 & -200 & 0 & 0 \\ 0 & -200 & 400 & -200 & 0 \\ 0 & 0 & -200 & 300 & -100 \\ 0 & 0 & 0 & -100 & 100\end{array}\right] \frac{\text { kip }}{\text { in }}$.
We take $n=5$ and plot $\left\|f_{1}(\omega)\right\|$ vs. $\omega$ in Fig. 7 a, where we can observe five minimal points. Starting from $[a, b]=[0,1]$ and under a convergence criterion $10^{-15}$, with NI $=73$ and NF $=74$, $\omega^{2}=0.203999161269661$ is obtained and $\left\|\mathbf{K x}-\omega^{2} \mathbf{M} \mathbf{x}\right\|=1.27 \times 10^{-13}$ is obtained, where $\mathbf{x}$ is solved from Eqs. (12)-(15) with $j_{0}=1$ with the first mode being shown in Fig. 7b at the first column.


Figure 7: For example 6 of a five-degree MK system, (a) showing five minima in a merit function, and (b) displaying the five vibration modes

Starting from $[a, b]=[1,2]$ and with $\mathrm{NI}=73$ and $\mathrm{NF}=75, \omega^{2}=1.195924448669029$ is obtained and $\left\|\mathbf{K x}-\omega^{2} \mathbf{M x}\right\|=1.27 \times 10^{-13}$ is obtained, with the second mode being shown in Fig. 7 b at the second column.

Starting from $[a, b]=[2,3]$ and with $\mathrm{NI}=73$ and $\mathrm{NF}=74, \omega^{2}=2.55144529001161$ is obtained and $\left\|\mathbf{K x}-\omega^{2} \mathbf{M x}\right\|=3.18 \times 10^{-13}$ is obtained, with the third mode being shown in Fig. 7 b at the third column.

Starting from $[a, b]=[4,5]$ and with $\mathrm{NI}=72$ and $\mathrm{NF}=74, \omega^{2}=4.870842516791812$ is obtained and $\left\|\mathbf{K x}-\omega^{2} \mathbf{M x}\right\|=5.72 \times 10^{-13}$ is obtained, with the fourth mode being shown in Fig. 7 b at the fourth column.

Starting from $[a, b]=[8,9]$ and under a convergence criterion $10^{-15}$, with $\mathrm{NI}=71$ and $\mathrm{NF}=73$, $\omega^{2}=8.725407630876937$ is obtained and $\left\|\mathbf{K x}-\omega^{2} \mathbf{M} \mathbf{x}\right\|=3.98 \times 10^{-11}$ is obtained, where $\mathbf{x}$ is solved from Eqs. (12)-(15) with $j_{0}=1$, and the fifth mode is shown in Fig. 7 b at the fifth column.

## 5 Conclusions

This study proposes two simple approaches to solve the nonlinear eigenvalue problems, which directly implement a normalization condition for the uniqueness of the eigenvector into the eigenequation. When the eigen-parameter runs in a desired range, the curve or surface for real and complex eigenvalues reveals local minimums of the constructed merit functions. In the merit function, the vector variable is solved from the nonhomogeneous linear system, which is available by reducing the eigen-equation by one dimension less and moving the normalized component to the right side. It is possible to quickly obtain the real and complex eigenvalues using 1D and 2D golden section search algorithms to solve the resultant minimization problems. The second method is simpler than the first by inserting the normalization condition into the eigen-equation. From the resulting nonhomogeneous linear system, the fictitious time integration method (FTIM) computes the real eigenvalues faster, which saves computation costs compared to the GSSA. The combination of the simpler method with the Newton iteration outperforms the original Newton method. Combining the simpler method to the Newton iteration without using the extra parameters is also better than the FTIM. It can obtain highly precise eigenvalues and eigenvectors very fast.
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## Appendix

In this appendix, we demonstrate the computer code to obtain the coefficient matrix $\left[c_{i j}\right]$ from $\left[n_{i j}\right]$ by

Do $i=1: n_{0}$,
$k=0$,
Do $j=1: n$,
If $j=j_{0}$ next $j$,
$k=k+1$,
$c_{i k}=n_{i j}$,
Enddo of $j$,
Enddo of $i$.
If $\left(y_{1}, \ldots, y_{n 0}\right)$ in Eq. (14) can be obtained by a suitable linear solver, $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)^{\mathrm{T}}$ is computed by
$k=0$,
Do $j=1: n$,
If $j=j_{0} x_{j}=1$, next $j$,
$k=k+1$,
$x_{j}=y_{k}$.

