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ABSTRACT

Handwriting is a unique and significant human feature that distinguishes them from one another. There are
many researchers have endeavored to develop writing recognition systems utilizing specific signatures or symbols
for person identification through verification. However, such systems are susceptible to forgery, posing security
risks. In response to these challenges, we propose an innovative hybrid technique for individual identification
based on independent handwriting, eliminating the reliance on specific signatures or symbols. In response to
these challenges, we propose an innovative hybrid technique for individual identification based on independent
handwriting, eliminating the reliance on specific signatures or symbols. Our innovative method is intricately
designed, encompassing five distinct phases: data collection, preprocessing, feature extraction, significant feature
selection, and classification. One key advancement lies in the creation of a novel dataset specifically tailored for
Bengali handwriting (BHW), setting the foundation for our comprehensive approach. Post-preprocessing, we
embarked on an exhaustive feature extraction process, encompassing integration with kinematic, statistical, spatial,
and composite features. This meticulous amalgamation resulted in a robust set of 91 features. To enhance the
efficiency of our system, we employed an analysis of variance (ANOVA) F test and mutual information scores
approach, meticulously selecting the most pertinent features. In the identification phase, we harnessed the power
of cutting-edge deep learning models, notably the Convolutional Neural Network (CNN) and Bidirectional Long
Short-Term Memory (BiLSTM). These models underwent rigorous training and testing to accurately discern
individuals based on their handwriting characteristics. Moreover, our methodology introduces a groundbreaking
hybrid model that synergizes CNN and BiLSTM, capitalizing on fine motor features for enhanced individual
classifications. Crucially, our experimental results underscore the superiority of our approach. The CNN, BiLSTM,
and hybrid models exhibited superior performance in individual classification when compared to prevailing state-
of-the-art techniques. This validates our method’s efficacy and underscores its potential to outperform existing
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technologies, marking a significant stride forward in the realm of individual identification through handwriting
analysis.
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1 Introduction

In recent years, the study of handwriting has attracted interest from various fields, including
biometrics [1], personality traits [2], medical areas [3], and symbols representing multiple languages.
It has significant measurable properties that can be used to describe or identify writers, and numerous
studies have examined handwriting as a biometric trait. However, handwriting is the authentication
of individuals in various offices like banking, private companies, and institutions. In banking trans-
actions, each person’s signature, which is a specific name or symbol, is checked [4]. Most institutions
and private companies are reviewed in the same way. However, a single word, title, or symbol poses
a security threat that unscrupulous individuals will likely steal and copy. In addition, handwriting is
the most common form of behavioral biometrics employed in forensic science [5]. Identifying fake
handwritten documents is a challenging issue in forensic science. In this case, the question remains,
“Can individuals be identified based on their unique writing characteristics?” This study analyzes
various characteristics, including kinematic, statistical, spatial, and composite, obtained from pen-
tablet handwriting for individual identification.

Moreover, handwriting is vital in identifying patients in medical fields, like identifying Parkinson’s
disease and autistic children [6]. Researchers are investigating handwritten characters from many
sources, such as paper documents [7], images, touch and non-touch screens [8], and other devices.
It is easy to collect, less stressful for humans, and suitable for classification. Two forms of handwriting
data are used: offline data collected with scanning machines and online data entered with a digital pen
and tablet. In this work, we employed an online handwritten database. Numerous online handwriting
recognition technology applications include signature authentication in industrial and finance sectors,
criminal investigation authentication in legal proceedings, and document analysis. However, specific
patterns are written and analyzed, sometimes making identification challenging. We propose a
technique to identify a person based on independent text writing.

Nowadays, the ability to reveal unique characteristics through online handwriting analysis is
gaining prominence among academics due to the incredible technological advancements and the
connection between technology and the human brain. The authors present an online handwritten
alphabet recognition system based on machine learning [9]. The classification is based on the writing
of each letter of the alphabet; however, in our research, we classify by examining the entire writing of
mixed phrases or sentences containing alphabets. A person’s fine motor skills and handwriting patterns
are used for user identification and verification, as well as a person’s age, gender, hand function, and
mental state. However, each individual has a distinctive handwriting style, making it a compelling
subject of study for user identification and valuable for various applications, including personal
identification, pattern recognition, biometric analysis, and signature verification. We extracted about
91 features for handwriting recognition and used them to identify individuals through inference
analysis. Additionally, we have identified essential handwriting characteristics for better outcomes.
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The experiments in this paper use datasets with various combinations, modifications, and numbers
of individuals, as well as task-specific accuracy levels. Our main contributions to this study are as
follows:

1 We collected and proposed a new Bengali Handwriting (BHW) dataset in this study. Therefore,
we perform exploratory data analysis and statistical preprocessing to clean and prepare the data
for analysis.

2 In this paper, 91 features are analyzed, with some new features that facilitate user identification
from handwriting. Moreover, we applied the analysis of variance (ANOVA) F test and
correlation information score to extract the essential features influencing user identification.

3 We propose deep learning architectures using handwriting fine motor features for user recog-
nition. We used Convolutional Neural Network (CNN) and bidirectional long short-term
memory (BiLSTM). In addition, a combined method such as CNN-BiLSTM was analyzed
to evaluate the proposed methods with our dataset and a comparative experiment.

This paper has been organized into five sections. Section 2 provides an overview of the relevant
research conducted in our field and concisely summarizes the findings. In Section 3, which contains a
complete discussion of the proposed methodology, the proposed dataset offers a clear description of
the new dataset. This section also includes and describes dataset preprocessing, feature extraction, and
classification methods. The results obtained from the proposed techniques and features are elaborated
upon in Section 4. Finally, in Section 5, we summarize our findings.

2 Related Work

Scientists worldwide are performing extensive studies on handwriting analysis, particularly in
handwriting recognition, diagnosis, person identification, signature verification, image, pattern, and
gesture analysis. This section summarizes the various image and pattern analysis-based handwriting
recognition and individual identification techniques developed by previous researchers.

The classification of adult and child handwriting has been investigated by analyzing various
significant features in writing [10]. The authors employed sequential forward floating selection (SFFS)
for feature selection and different machine learning methods for classification. They achieved an
accuracy rate of 93.5 for handwritten text and 89.8 for handwritten pattern databases. In [11], the
authors proposed classifying handwriting by extracting information from a person’s drawing patterns.
The average accuracy of handedness classification is 95.20. A neural network (NN)-based handwritten
digit (HD) recognition technique was suggested in [12]. The authors conducted an extensive review of
several existing HD recognition strategies. The authors surveyed handwritten character datasets from
MNIST and EMNIST. The authors suggested a CNN and some data augmentation from previous
work on the original dataset [13,14]. Image-based handwritten signature verification was proposed in
[15] with a functional framework through a hybrid approach. The authors achieved 90.13% accuracy
with 10 training samples.

The static handwriting images that have been dynamically enhanced are examined in [16].
The enhanced images are created synthetically by combining the static and dynamic properties
of handwriting. However, image-capturing qualities can be a significant concern in image-based
research, as light, image encoding, and brightness contribute to capturing an image-kinematic and
pressure features of several handwriting symbols used for Parkinson’s disease differential diagnosis
[17]. The authors compared K-nearest neighbors, ensemble Adaboost, and support vector machine
classifiers. Deep learning approaches have recently succeeded in extracting and categorizing significant
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handwriting characteristics [18,19]. A study was done to identify personality traits based on handwrit-
ing. This study analyses various strategies for extracting features to predict scribal personality and
provides connections between handwriting and personality psychology [2]. The authors examined
in-the-moment and context-free handwriting data using digital pen-tablet sensor data to develop
reliable user authentication systems. Through machine-learning techniques, the authors presented a
reliable and effective user detection system based on the properties of the sensor signals from pen and
tablet devices [20]. The study of entity recognition using perception technologies such as knowledge
graphs or SNA (Social Network Analysis) focuses on activities and time that extract features from
textual data [21]. A relationship-based global-local cognition fusion training methodology with
adversarial sample production aims to improve comprehension of the intrinsic interactions between
items in distinct local locations [22]. However, the authors proposed an image-text matching system,
where we can only consider pen-tablet handwriting for evaluation purposes. Most of the authentication
models, as mentioned earlier, show suboptimal performance due to inappropriate and insufficient
features. In this paper, we have extracted about 91 features and identified the person by applying hybrid
deep-learning techniques.

3 Dataset Description

This section provides an overview of the proposed deep learning-based hybrid framework. The
created BHW dataset was used. After that, the dataset is preprocessed and used to extract features.
The personal detection procedure is assessed using feature selection, classification, and assessment
metrics. Fig. 1 depicts the general framework of the proposed system.

Figure 1: General flow diagram of the proposed individuals’ identification system

3.1 Bengali Handwriting (BHW) Dataset
A pen tablet system (Wacom Intuos Pro tablet) was used to collect handwriting data 1. The tablet

was attached to a laptop PC (CX-XZ, Panasonic Corporation, Osaka, Japan) running Windows 10
(Microsoft Corporation, WA, USA). A specially developed program used signals from the pen tablet
to generate six kinematic parameters: time, pressure, x, y, azimuth, and altitude. The coordinates of the
parameters caused by the pen tablet are shown in Fig. 2. The tablet’s screen has a 338 mm × 219 mm
× 8 mm resolution and 8,192 pen pressure levels. On a 15-bit scale, the writing pressure was measured.
The azimuth angle of the pen was measured in steps of 0.1 degrees at the top, right, bottom, and left,

1https://github.com/PUSTCSE/Bengali-Handwriting

https://github.com/PUSTCSE/Bengali-Handwriting
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respectively (0, 90, 180, and 270). A score from 0 to 90 degrees in step one was used to determine the
elevation angle of the pen (0 and 90 correspond to perpendicular and parallel locations of the pen to
the tablet surface).

Figure 2: General view of the pen tablet writing system

We used ten Bengali handwriting samples. Fig. 2 shows the Bengali handwriting samples. Partici-
pants have to follow the laptop display to write the tasks on the tablet display. The sample keywords
are written on a flat tablet margin platform. When individuals write on the tablet’s surface using a
digital pen, an automatic dataset with the relevant numeric values is generated and stored in an Excel
sheet. Our suggested dataset is, therefore, more authentic and reliable because it comprises distinctive
characteristics of individual people’s handwriting. In this study, 30 participants, 12 males and 18
females were asked to write ten distinct keywords and repeat each task five times. A minimum total of
1,500 data samples were collected to conduct this investigation. Since numerical data values are stored
directly in an Excel sheet without any filtering or preprocessing, it can be said that Bengali handwriting
data is more precise and reliable than image-based systems, as our automated process uses sensor
signals from pen and tablet devices. Our proposed model is significant in achieving greater accuracy
and paves the way for future sensor-based Bengali handwriting data collection research. Fig. 3 shows
an example of a Bengali handwritten dataset.

Figure 3: Sample of Bengali handwriting
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3.1.1 Parameters of the Handwriting Data

The dataset in this study contains six key parameters or features from which various dynamic,
statistical, spatial, and composite features are computed. The following features are explained in
detail:

1. Time: The time taken to complete a written piece varies among individuals, with some writing at
a rapid pace, others at a moderate speed, and others at a slow rate. An examination revealed that
speedy/swift writers exhibit a dynamic handwriting style characterized by fluctuating baseline
features, such as rising, straight, dropping, erratic, etc.

2. X-axis: The X-axis reflects the X-coordinate region in the pen-tablet surface where pen
pressure, p(t), exceeds zero and can range from 130 to 592 for one person, whereas for another,
it can range from 185 to 995. In our study, we analysed five different occurrences of the same
keyword written by the same individual. We found that the values for positions along the X-
axis were similar for a particular individual. This suggests that the value at the X-axis could
help distinguish one individual from another.

3. Y-axis: When writing with a pen tablet, the Y-axis corresponds to the location in terms of the Y
coordinate. Time-series Y-coordinate data showed that the range of Y-axis values varies among
individuals. The Y-axis position values were consistent across all five cases, suggesting that it
can be a valuable identifier for distinguishing one person from another.

4. Pen Pressure: The pen pressure is an essential attribute that reflects the magnitude of the force
exerted onto the tablet surface during writing, captured at any instant where the pen pressure,
p(t), exceeds zero. This parameter is distinct for each individual, varying between heavy and
light pressure levels. Analysis of the collected dataset reveals that an individual pen pressure
is not constant but varies from one iteration to the next, with pressure ranges ranging from
(1 ∼ 32767) to (1376 ∼ 28124) among different individuals.

5. Horizontal Angle/Azimuth: The Horizontal Angle, which quantifies the angular separation
between two lines with the exact origin, is measured by the pen tablet. In our study, this metric
is a crucial attribute for individual identification.

6. Vertical Angle/Altitude: The vertical angles, which complement each other when traversing two
lines, significantly impact the study’s ability to distinguish between individuals. No collection
of data has a vertical angle greater than 800 numeric values.

3.2 Data Preprocessing
In this section, datasets are preprocessed to achieve more consistent datasets and improve

performance. A dataset has several column properties, each containing a valid numeric value. However,
some data values in our dataset are missing. The discrepancy in processing times between the data
collection and data acquisition equipment could cause this. If the write signal is lost, this could result
in some zero values. We used mean imputation to replace missing data values to solve the missing value
problem. It figures out a statistical significance for each column and instantly returns any missing
values in that column with statistics based on the data closest to the missing values. Additionally, the
whole dataset is maintained through mean simulation without reducing the sample size, and several
simulations for missing data allow us to generate more accurate standard error estimates. The mean
imputation is calculated using Eq. (1).

mimp =
∑N

i=0 frei

N
(1)
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where frei represents the frequency of instances, and N is the total number of instances in a feature
vector.

3.3 Hand Crafted Feature Extraction
In this section, we extracted numerous significant handwriting data features for person identifi-

cation. There have been discussions on a variety of data features, including kinematic (12), statistical
(25), spatial (39), and composite (15) features [23].

3.3.1 Kinematic Feature Extraction

A comprehensive understanding of the dynamic aspects of the writing process is possible through a
multidimensional analysis and kinematic feature extraction from input handwriting data. By providing
important insights into the cadence and motion of the pen strokes, this data greatly aids in the
understanding of a person’s handwriting style. The position data is used to determine the acceleration
and velocity. These profiles provide insightful information on the hand’s velocity and variability
while writing. The acceleration peaks could be used as indicators for dramatic direction changes or
pen lifts. The average and maximal pressure variations are retrieved for pressure sensitivity, along
with other variables related to pressure changes during the writing process. To enhance classification
performance, we considered the pressure, writing speed, velocity, and acceleration as kinematic
features in this paper. Also, the average of the pen tip pressure over all pressures at the specified
timestamp and the maximum average of the writing speed is calculated. In terms of velocity, average,
standard deviation, peak speed, and minimum velocity have been extracted. Feature extraction for
acceleration includes things like velocity. Table 1 represents the description of the kinematic features.

Table 1: Description of kinematic features

Features Descriptions

Average pressure Average pressure indicates the typical pressure exerted.
Peak average pressure Peak average pressure highlight the maximum pressure points.
Average velocity Average velocity provides the typical writing speed.
Standard deviation Standard deviation indicates the variability.
Peak velocity Peak velocity highlights the maximum speed.
Minimum velocity Minimum velocity shows the slowest points.
Average acceleration Average acceleration gives the typical change in speed.
Standard deviation Standard deviation indicates variability.
Peak acceleration Peak acceleration represent the maximum acceleration points.
Minimum acceleration Minimum acceleration shows the slowest deceleration points.
Horizontal velocity Speed or rate at which the pen moves horizontally across the tablet

surface.
Vertical velocity Speed or rate at which the stylus or pen moves vertically on the tablet

surface.
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3.3.2 Statistical Feature Extraction

Statistical feature extraction is a way of analyzing and summarising useful information from raw
data using statistical measurements. Several statistical functions can be used on Pentablet written
data to get useful information. The statistical feature extraction process extracts mean, median,
maximum, minimum, and variance which are shown in Table 2. We extracted all the statistical features
for each property, such as mean_pen_pressure, mean_X_axis, mean_Y_axis, mean_azimuth, and
mean_altitude of the input data.

Table 2: Description of statistical features

Function Descriptions

Mean Represents the average horizontal and vertical angles of the pen during handwriting.
Median Identifies the middle values of the horizontal and vertical angle distributions.
Maximum Indicates the highest recorded horizontal and vertical angles during the writing session.
Minimum Indicates the lowest recorded horizontal and vertical angles during the writing session.
Variance Measures the spread or dispersion of horizontal and vertical angle values around their

respective means.

3.3.3 Spatial Feature Extraction

Spatial features refer to attributes and characteristics related to the physical aspects of writing.
These features include information regarding the start and end times of writing, which gives insight
into the speed and duration of the writing process. The top and bottom positions of the tablet
surface are also examined, providing information about the vertical placement of handwriting on the
writing surface. Furthermore, spatial aspects include the length and height of the handwriting, which
provide information about the size and proportions of the written characters. We extracted a single
characteristic of handwriting width, height, and total length. However, statistical functions such as
average, maximum, and minimum are obtained for each of the remaining spatial functions. Table 3
describes the functions of spatial feature extraction.

Table 3: Description of spatial functions

Function Descriptions

Handwriting width Measure of the width of the strokes in the handwriting.
Handwriting height Measure of the height of the strokes in the handwriting.
Total length The overall length of the handwriting, which can indicate the

size or extent of the writing.
Pressure at the starting position The amount of pressure applied by the pen at the beginning

of writing.
Horizontal angle at the starting
position

The angle of the pen concerning the horizontal axis at the
starting position of writing.

Vertical angle at the starting time of
writing

The angle of the pen concerning the vertical axis at the
starting position of writing.

(Continued)
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Table 3 (continued)

Function Descriptions

Pressure at the ending position The amount of pressure applied by the pen at the end of
writing.

Horizontal angle at the ending
position

The angle of the pen concerning the horizontal axis at the
ending position of writing.

Vertical angle at the ending time of
writing

The angle of the pen concerning the vertical axis at the
ending position of writing.

Pressure at the peak/top position The maximum amount of pressure applied during the
writing, often associated with peaks or emphasized points in
the handwriting.

Horizontal angle at the peak
position

The angle of the pen concerning the horizontal axis at the
peak position in the handwriting.

Vertical angle at the peak position The angle of the pen concerning the vertical axis at the peak
position in the handwriting.

Pressure at the bottom position The minimum amount of pressure applied during the
writing, often associated with the bottom of strokes.

3.3.4 Composite Feature Extraction

Composite features involve combining the raw features to create new ones that capture more
complex patterns or characteristics of handwriting. Positive and negative pressure changes, first and
last 10% pressure and speed, and loop count could be composite features. Moreover, we calculated
the feature mean, standard deviation, and maximum of each of the composite functions, as shown in
Table 4.

Table 4: Description of composite functions

Function Descriptions

Positive pressure change Calculate the average positive pressure change over the entire writing
sequence.

Pressure change in
negative direction

Calculate the average pressure change by considering the instances
where the pressure decreases.

First 10% of pen pressure Calculate the average pen pressure during the initial 10% of the
writing sequence.

Last 10% of pen pressure Calculate the average pen pressure during the last 10% of the writing
sequence.

First 10% of writing speed Calculate the average writing speed during the initial 10% of the
writing sequence.

Last 10% of writing speed Calculate the average writing speed during the last 10% of the writing
sequence.

Loop count Count of how many times the pen moves in a loop during the writing.
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3.4 Potential Feature Selection from Hand Crafted Features
In our experiment, 91 features are extracted using a handcrafted feature extraction approach,

which is not equally important for identifying the user, and are retrieved from the handwriting sensor
output for each individual. We presented a hybrid feature selection technique to extract significant
features while ignoring non-significant features to achieve excellent classification results. We suggested
the ANOVA F test (AFT) and mutual information (MI) to create a hybrid model in the hybrid feature
selection process. Three premises are needed for an AFT (i) The samples are taken from normal
people, (ii) Independent random samples are used, and (iii) The standard deviations (or variances)
of the populations are equal. The approach also evaluates the presence of variance homogeneity
across category groups regarding the numerical outcome. When the variance across groups is equal,
it suggests that the feature in question has no meaningful effect on the answer variable. As a result,
this categorical variable cannot be used in the model training procedure. Besides, MI assesses the
correlation between two concurrently measured random variables. The MI between two discrete
random variables X and Y, jointly distributed according to p(x, y) is given by Eq. (2).

I(X , Y) =
∑

x,y

P(X , Y)log
P(X , Y)

P(X)P(Y)
(2)

Moreover, the joint entropy of the channel input and output corresponds to the concept of mutual
information using Eq. (3). The general structure of the hybrid feature selection model is shown in
Fig. 4.

I(X , Y) = H(X) + H(Y) − H(X , Y) (3)

Figure 4: Application process of AFT and MI scores to identify the optimal features

3.5 Convolutional Neural Network (CNN)
After selecting the potential feature, we employed a deep learning-based CNN model to enhance

the extracted spatial feature and classification [24]. CNN is a type of deep learning model widely used
in computer vision tasks such as image classification, object detection, and segmentation. CNN deals
with the sequences or time series data that can automatically learn spatial classification from input
data using convolutional layers. However, the convolutional filters slide along the sequence, extracting
local patterns or features. These filters’ weights are learned through training, allowing the model to
identify relevant patterns and structures within the sequential data. This paper uses a one-dimensional
CNN model architecture for classification. We use a single convolution layer with a rectified linear
unit (ReLU) activation function and 1 × 1 kernels with a stride of 1 pixel to extract features. After
the convolution layers, the final classification is performed using fully-connected layers. After going
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through a flattening layer after the convolution layers, the output is sent to a hidden layer acting as
the output layer. The architecture includes two convolution layers, each using 128 and 64 filters with
two strides. The pooling process employs MaxPooling. Following the pooling process, the outputs are
combined and flattened before being sent to a fully connected layer for prediction. Fig. 5 illustrates
the CNN model architecture.

Figure 5: The CNN model architecture

3.6 Bidirectional LSTM
BiLSTM is short for Bidirectional Long Short Term Memory, which is not the same as the general

LSTM, which can capture past and future information. This is mainly combined with two LSTM
approaches in the sequence where one LSTM generates the output and the second LSTM takes as an
input. Fig. 5 demonstrates the BiLSTM model where ht expresses the sub-BiLSTM, which will move
forward through the sequence. Fig. 6 illustrates the BiLSTM model architecture used in this study.
The output of the one LSTM model was inputted in the second LSTM model with a specific unit.
In the same way, the final hidden state of the second LSTM output assigns the weight in each time
step of the output sequence for the final classification task. In the process, we used the tanh activation
function to operate the summation function of the wo-dense layer on the corresponding input. This
score is generated for each time in the sequence [25].

Figure 6: BiLSTM model architecture

3.7 Hybrid Model (CNN-BiLSTM)
We used the CNN-BiLSTM architecture to obtain the hierarchical features that help us to extract

intricate patterns of the time series characteristics, aiming to improve the effectiveness of the system
[21,22,26,27]. CNN layers obtain features convolved relation among the initial hand-crafted features
data in this system, while BiLSTMs predict sequences. In contrast to existing methods for converting
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time series to images, our model employs only the original raw data. A CNN’s layers are generated
using kernels that iteratively process two-dimensional sequences. Fig. 7 visually represents the CNN-
BiLSTM model for multivariate time data. The output of the CNN layer serves as input to a dynamic
BiLSTM layer. The results of the BiLSTM layer are used to create a fully connected layer that performs
the classification.

Figure 7: CNN-BiLSTM model architecture

4 Experimental Result

In the study, we used our data set to test different combinations of the model. To do this, we
have tested several ways here. We split the dataset into training and testing in a ratio of 70 and 30 to
evaluate the model. Moreover, we extracted 91 features with statistical and kinematics techniques and
then performed to select the most effective features using different methods, such as ANOVA and MI.
We used three modules to improve the features and classification: CNN, BiLSTM, and Hybrid model.
The combination of CNN and BiLSTM is presented here as CNN-BiLSTM. In the performance table,
we used the min. Validation loss (MVL), train accuracy (TA), test accuracy (TSA), precision, recall,
and F1-score to evaluate the performance of the proposed model. The evaluation metrics of precision,
recall, and F1-score are calculated based on true positive (TrP), false positive (FrP), true negative
(TrN), and false negative (FrN). These terms are briefly defined as follows:
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Accuracy(%) = TrP + TrN
TrP + FrP + TrN + FrN

× 100 (4)

Recall(%) = TrP
TrP + FrN

× 100 (5)

Precision(%) = TrP
TrP + FrP

× 100 (6)

F1 − Score(%) = 2 × Precision × Recall
Precision + Recall

× 100 (7)

4.1 Experimental Result
In the study, we collected data from 30 persons and used this data to identify individuals by

extracting qualitative features. To visualize the data size impact of the model, various combinations
of personal data are used to train and evaluate it. The training and testing accuracy, precision, recall,
and F1-score for 5-, 10-, 15-, 20-, 25-, and all 30-person data are shown in Table 5. We observed that
the training and testing accuracy of using 5-person data is 100% for all proposed models, where the
training accuracy for 10-person data is 99.74%, 98.72%, and 100% for CNN, BiLSTM, and CNN-
BiLSTM, respectively. The highest training accuracy is 100%, 98.13%, 98.35%, and 98.3% for CNN-
BiLSTM using 15, 20, 25, and 30-person data. In contrast, the highest testing accuracy is 98.92%
(BiLSTM, 15-person data), 93.69% (CNN, 20-person data), 93.42% (CNN-BiLSTM, 25-person data),
93.62% (CNN-BiLSTM, 30-person data). Moreover, the testing accuracy of using all data for all
features is 93.22%, 93.22%, and 93.62% for CNN, BiLSTM, and CNN-BiLSTM, respectively.

Table 5: Performance accuracy with the different numbers of the dataset with all features

Model Min. Val. L Train accuracy (%) Test accuracy (%) Precision Recall F1-score

5 persons
CNN 0.0097 100 100 1.00 1.00 1.00
BiLSTM 0.0011 100 100 1.00 1.00 1.00
CNN_BiLSTM 0.0060 100 100 1.00 1.00 1.00
10 persons
CNN 0.1235 99.74 97.44 0.98 0.97 0.97
BiLSTM 0.1565 98.72 96.93 0.97 0.96 0.96
CNN_BiLSTM 0.0381 100 98.46 0.99 0.98 0.98
15 persons
CNN 0.0724 99.79 98.56 0.98 0.98 0.98
BiLSTM 0.0373 98.28 98.92 0.99 0.99 0.99
CNN_BiLSTM 0.0609 100 98.20 0.98 0.98 0.98
20 persons
CNN 0.1665 98.06 93.69 0.93 0.92 0.92
BiLSTM 0.1949 92.39 93.12 0.92 0.91 0.91
CNN_BiLSTM 0.1892 98.13 92.83 0.93 0.93 0.93
25 persons
CNN 0.2167 97.50 92.29 0.91 0.91 0.90

(Continued)
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Table 5 (continued)

Model Min. Val. L Train accuracy (%) Test accuracy (%) Precision Recall F1-score

BiLSTM 0.2660 93.42 91.60 0.92 0.91 0.91
CNN_BiLSTM 0.2002 98.35 93.42 0.94 0.93 0.93
30 persons
CNN 0.3366 96.50 93.22 93.22 0.92 0.92
BiLSTM 0.2222 91.90 93.22 0.92 0.92 0.92
CNN_BiLSTM 0.1876 98.30 93.62 0.94 0.93 0.93

4.2 Performance with ANOVA and Mutual Information Selected Feature
To visualize the effectiveness of the various features, we used a different feature selection method

to select the potential feature to reduce the computational complexity and protect the model from
bias training. In the study, we employed ANOVA and the mutual information technique to select the
potential features that could improve performance accuracy and efficiency. Table 6 shows the list of
combinations of kinematic, statistical, spatial, and composite features. Table 7 represents the feature
selection process used in the ANOVA F test. Table 8 demonstrates the performance accuracy after
selecting the effective feature with the ANOVA technique. The ANOVA technique was used to train the
model and predict 91 potential features. Table 8 shows that the training accuracy is 96.61%, 93.12%,
and 98.40% for CNN, BiLSTM and CNN-BiLSTM, respectively. However, the testing accuracy is
92.43%, 93.62%, and 93.42%, respectively.

Table 6: Combinations of different feature list

SN Features SN Features

1 Mean_pen_pressure 47 Maximum_vertical_angle_ at_the_ending_position
2 Mean_X_axis 48 Minimum_horizontal_angle_

at_the_ending_position
3 Mean_Y_axis 49 Minimum_vertical_angle_ at_the_ending_position
4 Mean_horizontal_angle 50 Average_pressure_ at_the_top_position
5 Mean_vertical_angle 51 Maximum_pressure_ at_the_top_position
6 Median_pen_pressure 52 Minimum_pressure_ at_the_top_position
7 Median_X_axis 53 Average_horizontal_angle_ at_the_top_position
8 Median_Y_axis 54 Average_vertical_angle_ at_the_top_position
9 Median_horizontal_angle 55 Maximum_horizontal_angle_ at_the_top_position
10 Median_vertical_angle 56 Maximum_vertical_angle_ at_the_top_position
11 Maximum_pen_pressure 57 Minimum_horizontal_angle_ at_the_top_position
12 Maximum_X_axis 58 Minimum_vertical_angle_ at_the_top_position
13 Maximum_Y_axis 59 Average_pressure_ at_the_bottom_position
14 Maximum_horizontal_angle 60 Maximum_pressure_ at_the_bottom_position
15 Maximum_vertical_angle 61 Minimum_pressure_ at_the_bottom_position
16 Minimum_pen_pressure 62 Average_horizontal_angle_

at_the_bottom_position

(Continued)



CMES, 2024, vol.140, no.2 1703

Table 6 (continued)

SN Features SN Features

17 Minimum_X_axis 63 Average_vertical_angle_ at_the_bottom_position
18 Minimum_Y_axis 64 Maximum_horizontal_angle_

at_the_bottom_position
19 Minimum_horizontal_angle 65 Maximum_vertical_angle_ at_the_bottom_position
20 Minimum_vertical_angle 66 Minimum_horizontal_

angle_at_the_bottom_position
21 Pen_pressure_variance 67 Minimum_vertical_angle_ at_the_bottom_position
22 X_axis_variance 68 HandWriting_width
23 Y_axis_variance 69 HandWriting_height
24 Horizontal_angle_variance 70 Total_length
25 Vertical_angle_variance 71 Avg_pen_pressure
26 Mean_of_positive_

pressure_change
72 Pen_pressure_std

27 Std_of_positive_
pressure_change

73 First_10_percent_ pen_pressure_mean

28 Max_positive_pressure_change 74 First_10_percent_ pen_pressure_std
29 Mean_of_negative_

pressure_change
75 Last_10_percent_pen_ pressure_mean

30 Std_of_negative_
pressure_change

76 Last_10_percent_pen_ pressure_std

31 Max_negative_pressure_change 77 Avg_writing_speed
32 Average_pressure_at_the_

starting_position
78 Writing_speed_std

33 Maximum_pressure_at_the_
starting_position

79 Peak_speed

34 Minimum_pressure_at_the_
starting_position

80 Minimum_speed

35 Average_horizontal_angle_at_the
_starting_position

81 First_10_percent_writing_ speed_mean

36 Average_vertical_angle_at_the_
starting_position

82 First_10_percent_ writing_speed_std

37 Maximum_horizontal_angle_
at_the_starting_position

83 Last_10_percent_ writing_speed_mean

38 Maximum_vertical_angle_
at_the_starting_position

84 Last_10_percent_writing_ speed_std

39 Minimum_horizontal_angle_
at_the_starting_position

85 Horizontal_velocity

40 Minimum_vertical_angle_
at_the_starting_position

86 Vertical_velocity

41 Average_pressure_
at_the_ending_position

87 Average_acceleration

(Continued)
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Table 6 (continued)

SN Features SN Features

42 Maximum_pressure_
at_the_ending_position

88 Acceleration_std

43 Minimum_pressure_
at_the_ending_position

89 peak_acceleration

44 Average_horizontal_angle_
at_the_ending_position

90 Minimum_acceleration

45 Average_vertical_angle_
at_the_ending_position

91 Loop count

46 Maximum_horizontal_angle_
at_the_ending_position

Table 7: Selected feature score in ANOVA F test

Features SN Mean score Best score Standard score

1 0.283 0.332 0.03
2 0.283 0.332 0.03
3 0.291 0.351 0.029
4 0.362 0.546 0.065
5 0.552 0.639 0.031
6 0.586 0.789 0.084
7 0.744 0.799 0.039
8 0.851 0.892 0.021
9 0.857 0.892 0.022
10 0.909 0.938 0.019
. . . . . . . . . . . .

. . . . . . . . . . . .

. . . . . . . . . . . .

32 0.94 0.979 0.013
33 0.943 0.974 0.014
34 0.947 0.974 0.013
35 0.947 0.974 0.013
36 0.951 0.979 0.013
37 0.953 0.979 0.013
38 0.955 0.979 0.012
. . . . . . . . . . . .

. . . . . . . . . . . .

. . . . . . . . . . . .

82 0.977 0.995 0.011
83 0.979 0.995 0.011
84 0.977 0.995 0.011
85 0.977 0.995 0.011

(Continued)
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Table 7 (continued)

Features SN Mean score Best score Standard score

86 0.974 0.995 0.011
87 0.973 0.995 0.012
88 0.972 0.995 0.012
89 0.971 0.995 0.012
90 0.971 0.995 0.012
91 0.971 0.995 0.012

Table 8: Classification accuracy with selected features with ANOVA

Model MVL TA (%) TSA (%) Precision (%) Recall (%) F1-score (%)

CNN 0.310 96.61 92.43 92 92 91
BiLSTM 0.192 93.12 93.62 95 94 93
CNN-BiLSTM 0.215 98.40 93.42 93 93 93

Table 9 demonstrates the performance accuracy after selecting the effective feature with the
mutual information technique. We observed that the training accuracy is 96.96%, 92.13%, and 98.41%
for CNN, BiLSTM, and CNN-BiLSTM, respectively. The testing accuracy is 93.22%, 94.02%, and
94.62%, respectively. Moreover, Tables 8 and 9 show the precision, recall, and F1-score of the proposed
model.

Table 9: Classification accuracy with selected features with ANOVA

Model MVL TA (%) TSA (%) Precision (%) Recall (%) F1-score (%)

CNN 0.248 96.96 93.22 93 93 93
BiLSTM 0.199 92.13 94.02 95 94 94
CNN-BiLSTM 0.178 98.41 94.62 94 94 94

Table 10 shows the individual task accuracy for all proposed techniques. The average training and
testing accuracy for CNN, BiLSTM, and CNN-BiLSTM is 100% and 93.59%, 96.26% and 87.69%,
and 99.80% and 93.84%, respectively. For CNN, the training accuracy is 100% for all tasks, whereas
the highest testing accuracy is 100% for task 3 and task 6. Tasks 1, 2, 3, 5, 6, 8, and 10 have the highest
training accuracy of 100%. Task 3 using CNN-BiLSTM has the highest testing accuracy of 100%.
Using BiLSTM, the highest training accuracy is 98.69%, and the testing accuracy is 97.43%.
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Table 10: Label-wise performance with the proposed model

Model CNN BiLSTM CNN-BiLSTM

Keywords MVL TA TSA MVL TA TSA MVL TA TSA

Task 1 0.5942 100% 89.74% 0.9881 92.81% 82.05% 0.4921 100% 92.30%
Task 2 0.4104 100% 89.74% 0.5761 94.77% 79.48% 0.4261 100% 87.17%
Task 3 0.0595 100% 100% 0.2369 98.69% 94.87% 0.1319 100% 100.00%
Task 4 0.4104 100% 89.74% 0.5761 94.77% 79.48% 0.4261 99.34% 87.17%
Task 5 0.3625 100% 92.30% 0.7564 97.36% 84.61% 0.179 100% 97.43%
Task 6 0.0423 100% 100.00% 0.233 97.40% 97.43% 0.1247 100% 97.43%
Task 7 0.1947 100% 94.87% 0.4279 94.07% 87.17% 0.3643 99.34% 94.87%
Task 8 0.3081 100% 94.87% 0.3815 98.69% 94.87% 0.2725 100% 94.87%
Task 9 0.1403 100% 94.87% 0.173 95.39% 97.43% 0.176 99.34% 97.43%
Task 10 0.6097 100% 89.74% 0.7654 98.69% 79.48% 0.4974 100% 89.74%
Average 100% 93.59% 96.26% 87.69% 99.80% 93.84%

Fig. 8 depicts the training and validation loss and accuracy of the proposed hybrid CNN-BiLSTM
methods. Moreover, Fig. 9 shows the confusion matrix of the proposed hybrid methods. Furthermore,
we separately represent the individual classification accuracies of different data features such as
kinetic, statistical, spatial, and composite features. However, the training accuracy using the proposed
hybrid model is 78.17%, 97.55%, 96.91%, and 88.49%, respectively. Table 11 presents the classification
accuracy of various data features. As a result, when compared to using the data features independently,
we can conclude that the proposed hybrid model achieved higher accuracy by combining all data
features and applying the proposed feature selection methods.

Figure 8: Model loss and accuracy for CNN-BiLSTM
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Figure 9: Confusion matrix of the proposed CNN-BiLSTM method

Table 11: Classification accuracy of different data features

Model Min. Val. L Train accuracy Test accuracy Precision Recall F1-score

Kinematic features (12)
CNN 1.058 73.14% 67.92% 0.67 0.67 0.66
BiLSTM 1.142 64.57% 63.74% 0.62 0.62 0.6
CNN_BiLSTM 1.063 78.17% 67.33% 0.68 0.67 0.66
Statistical features (25)
CNN 0.596 93.82% 87.45% 0.87 0.87 0.86
BiLSTM 0.4455 84.3% 85.85% 0.85 0.85 0.85
CNN_BiLSTM 0.3894 97.55% 88.04% 0.88 0.88 0.87
Spatial features (39)
CNN 0.6128 90.38% 84.66% 0.84 0.84 0.83
BiLSTM 0.5918 79.32% 82.07% 0.81 0.82 0.81
CNN_BiLSTM 0.576 96.91% 82.66% 0.84 0.82 0.82
Composite feature (15)
CNN 0.85 81.41% 78.08% 0.78 0.78 0.77
BiLSTM 0.8637 66.31% 74.3% 0.75 0.74 0.73
CNN_BiLSTM 0.702 88.49% 78.68% 0.8 0.79 0.78
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Furthermore, we compared the proposed model with a benchmark dataset [20] and the different
machine-learning techniques. However, the dataset contains numerous handwritten samples from 24
individuals. However, Table 12 compares accuracy using the proposed CNN, BiLSTM, and hybrid
(CNN-BiLSTM) models with our data sets and benchmark datasets.

Table 12: Classification accuracy with selected features with ANOVA

References Methods Dataset in reference [20] Proposed dataset

CNN 99.13% 96.61%
Training accuracy (%) BiLSTM 91.93% 93.12%

CNN-BiLSTM 100% 98.40%
CNN 94.27% 96.96%

Testing accuracy (%) BiLSTM 93.40% 92.13%
CNN-BiLSTM 94.70% 98.41%

In addition, we measured the classification accuracy with the different machine learning algo-
rithms to evaluate and compare the classification accuracy of the proposed methods shown in Table 13.

Table 13: Comparison accuracy of the proposed and state-of-the-art methods

References Methods Accuracy (%)

Reported Using our dataset

Reference [20] Support vector machine 92 91.63
Linear regression 90 90.64
CNN – 96.96

Proposed BiLSTM – 92.13
CNN-BiLSTM – 98.41

5 Conclusion

In the study, we developed a Bangla handwriting recognition system using effective feature
extraction, feature selection, and the classification module. A few datasets are available for the Bangla
handwriting recognition task; we collected a new BHW dataset. We preprocessed the received dataset
to extract features and then selected and classified the potential parts. We extracted a total of 91
features here, and then we selected potential features with the ANOVA F test and mutual information
scores. Finally, we applied deep learning-based CNN, BiLSTM, and CNN-BiLSTM techniques, where
our model performed better in individual classification. The average training accuracy of all tasks
is 100%, 96.26%, and 99.80% for CNN, BiLSTM, and CNN-BiLSTM, respectively. Moreover, the
average testing accuracy of all tasks is 93.59%, 87.39%, and 93.84%, respectively. Our model achieved
good performance compared to similar other state-of-the-art work. In the future, we plan to deploy it
as a real-life BHW system.
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