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ABSTRACT

Information steganography has received more and more attention from scholars nowadays, especially in the area
of image steganography, which uses image content to transmit information and makes the existence of secret
information undetectable. To enhance concealment and security, the Steganography without Embedding (SWE)
method has proven effective in avoiding image distortion resulting from cover modification. In this paper, a novel
encrypted communication scheme for image SWE is proposed. It reconstructs the image into a multi-linked
list structure consisting of numerous nodes, where each pixel is transformed into a single node with data and
pointer domains. By employing a special addressing algorithm, the optimal linked list corresponding to the secret
information can be identified. The receiver can restore the secret message from the received image using only the list
header position information. The scheme is based on the concept of coverless steganography, eliminating the need
for any modifications to the cover image. It boasts high concealment and security, along with a complete message
restoration rate, making it resistant to steganalysis. Furthermore, this paper proposes linked-list construction
schemes within the proposed framework, which can effectively resist a variety of attacks, including noise attacks and
image compression, demonstrating a certain degree of robustness. To validate the proposed framework, practical
tests and comparisons are conducted using multiple datasets. The results affirm the framework’s commendable
performance in terms of message reduction rate, hidden writing capacity, and robustness against diverse attacks.
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1 Introduction

The convergence of human life with the digital world is progressively expanding. In today’s digital
landscape, communication spans not only private networks but also extends to more public platforms.
The escalating demand for digital data and information transactions has, in turn, resulted in a surge in
cybercrime. Therefore, there is a pressing need to develop secure methods to protect transactions and
information storage from hackers. Steganography emerges as a solution, employing digital media as a
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cover to conceal secret data and deceive potential adversaries and hackers. Among the array of digital
media options available, such as images, videos, audio texts, etc., digital images hold a prominent
position. Many researchers gravitate towards digital images, making them the focal point of digital
steganography research due to their widespread use, diverse formats, and rich content.

In the field of digital image steganography, Friedrich classified carriers into cover selection, cover
modification, and cover synthesis according to different manipulation methods [1]. Cover selection
involves selecting suitable carriers from a database by the secret message to be conveyed. The varying
sizes and dimensions of the carriers can represent different meanings within the messages. The carrier
modification method stands out as the most extensively researched method. Its core concept revolves
around modifying the content of the carrier to embed the secret message while minimizing changes
to the carrier image through a distortion function. This strategy aims to evade steganalysis checks
effectively. On the other hand, cover synthesis pursues the objective of sidestepping distortion in the
steganographic image by either creating an ideal cover or directly generating the steganographic image.

However, it remains undeniable that even the most advanced steganographic methods can produce
distortions to the cover image. These distortions may provide steganalysis tools [2] with the means
to detect the presence of the secret message itself. This challenge is pervasive across almost all
image steganography techniques [3]. Therefore, from this point of view, the significance of coverless
steganography (CLS), also known as Steganography without Embedding (SWE), becomes paramount.
The core concept of this method revolves around capturing the unique connection between specific
features in the cover image and the secret message. This approach aims to facilitate the covert
transmission of the message without the need for traditional embedding, addressing the limitations
posed by potential distortions in the cover image.

To solve persisting issues in existing digital image steganography methods, such as limited
steganographic capacity, reliance on high-quality image datasets, and vulnerability to interference
in complex transmission environments, this paper introduces a linked-list steganography scheme.
This innovative approach transforms the image into multi-linked list structures, aiming to establish
connections between the secret message and the image. The main contributions of this paper are as
follows:

1. A linked-list encryption scheme for SWE is proposed for the first time, which reconstructs
the image into multi-linked list structures and identifies optimal lists through an addressing
algorithm to facilitate message delivery. Notable, the scheme refrains from modifying the cover
image, ensuring excellent security and a flawless message reduction rate. Moreover, it operates
without constraints imposed by the carrier size of the dataset.

2. The principle of linked-list steganography is analyzed in depth. The relationship between
steganographic capacity and image size, the impact of addressing algorithms, and other
factors on steganography are verified. The proposed linked-list construction scheme exhibits
robustness by effectively resisting multiple image attacks.

3. Evaluation results on multiple datasets confirm the feasibility as well as the effectiveness of the
proposed encryption, which is robust against various attack methods, including noise attacks
and filter interference while simultaneously guaranteeing steganography, security, and a high
message reduction rate.
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2 Related Work

Rustad et al. [4] summarized the latest research results on image steganography published
since 2015, dividing image steganography into four categories based on target, domain, model, and
reversibility. The goal-based steganography method mainly achieves four objectives: imperceptibility,
payload, security, and robustness. The imperceptibility of targets and payloads typically relies on
spatial domain-based statistical embedding models, but some methods use transformation domains,
such as the earliest least significant bit (LSB) algorithm.

As the most popular content adaptation algorithms currently available, wavelet obtained weights
(WOW) [5] and HIgh-pass, Low-pass, and Low-pass (HILL) [6] can automatically embed information
into noisy or textured areas of an image to avoid identifying changing regions. In addition, there
are also many steganographic methods on the transformation domain, among which the earlier
and representative methods such as Jstem [7], F5 [§], JPEG Universal Wavelet Relative Distortion
(J-UNIWARD) [9] are among them.

Recently, several new technologies have emerged in the field of spatial domain based steganog-
raphy [10], such as recursive information hiding schemes, enhanced adaptive data hiding, hybrid
methods, and pixel strength based embedding. Statistical models themselves are not only used in
the spatial domain but also the transformation domain. In addition, in some of the latest methods,
statistical-based models are considered less secure, and high-dimensional models are widely used
instead. It is generally believed that steganography using high-dimensional models has better security
and robustness, but its payload is relatively small. In addition, there are also some other steganographic
methods classified as steganographic derivative methods, sociological steganographic methods, and
special purpose steganography.

Coverless Image Steganography (CIS), also known as SWE, is a new steganography idea and
concept that differs from the general image steganography discussed earlier. One idea is to realize
communication by using a mapping-based approach [1 1-14]. Elshoush et al. devise a mapping between
the message and the image and utilized the position array in which the secret message is recorded in
the image [15]. Zhou et al. [16] first achieve this goal by utilizing the features in the cover image,
specifically using techniques such as pixel brightness, color, texture, edges, contours, and advanced
semantics to “generate” the cover. In short, the main contribution of CIS is that secret communication
can be achieved without modifying the cover image, making it impossible for steganalysis tools to
detect confidential information. In the development of CIS methods, the goal is generally to improve
the accuracy of feature reading, to make image retrieval more appropriate, accurate, and precise. For
example, research [17] uses gradient histograms, paper [18] uses partial repetition, paper [19] uses
Generative Adversarial Networks (GANs), paper [20] uses Latent Dirichlet Allocation (LDA) topic
classification, paper [21] uses dense network features and Discrete Wavelet Transform (DWT) sequence
mapping, and paper [22] uses optical label recognition and machine learning.

Another new type of steganography method is based on GAN steganography. The increasingly
powerful capabilities of steganalysis based on Convolutional Neural Networks (CNN) pose a threat to
the security of steganalysis. Therefore, GAN-based methods are commonly used to improve the quality
of encrypted images by combating noise, to obtain image structures consistent with the information to
be embedded [23]. Among these methods, the Minimizing the Power of Optimal Detector (MiPOD)
method [24] is one of the pioneers of GAN-based steganography technology. Secondly, methods such
as Invisible Steganography via Generative Adversarial Network (ISGAN) [25] focus on increasing
invisibility. Adversarial ENhancing (AEN) [26] and Hiding Images via GAN (HIGAN) [27] focus
on minimizing distortion and improving security. Li et al. [28] propose another GAN method based
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on cross-feedback to improve security. Another GAN method has been proposed [29], which uses
Sparse Coverage Enhancement (SPS-ENH) to increase the security of secret messages and minimize
distortion. Peng et al. improve message extraction accuracy by iteratively updating noise vectors using
gradient descent of the generator [30].

The cover selection method in image steganography has a long research history and was first
proposed in research [31]. This method selects appropriate masks based on the image features or
attributes embedded with secret information bits to maximize the message embedding rate and
minimize detectability. There are not many studies on steganography like this, but this technology is
constantly evolving and applied to some of the latest steganography methods, such as [32-36]. These
methods use machine learning and deep learning to study features and select cover images, and even
combine selection techniques and hidden generation to use GAN [37]. In a new CIS scheme based on
image selection and star generated adversarial networks proposed in the article [38], image mapping is
established between secret information and facial attributes. High-quality steganographic images were
constructed using this mapping relationship. Paper [39] propose an intelligent search method based on
deep learning for uncovered information hiding mapping relationships, but it still has not solved the
dependency problem on datasets. Paper [40] establishes a mapping relationship between the target label
and the binary sequence and extracts information through multi-target recognition technology. Paper
[41] maps the message to the label of the image and trains the category extractor.

Among the steganography methods above, the most researched one is embedded steganography,
where the overall goal is to modify parts of the carrier to embed the secret message and keep the
deformation of the carrier as small as possible. This can be summarized as formula (1).

Ext(Emb(cover,m) = mV¥m € {0, 1}" (1)

And that the difference between Emb(cover, m) and m is minimized or difficult to count. However,
this method inevitably causes a certain degree of image distortion because it modifies the information
of the original carrier, and often becomes a key research target for steganography analysis techniques.

More current research has generative steganography methods, often using deep neural networks,
combined with a variety of image generation techniques, the information is transformed into image
content, and can be extracted and restored. Such as formula (2) or formula (3).

Ext(Gen(noise,m) = m Vm € {0, 1}" 2)
Ext(Gen(m) = mVm e {0,1}" 3)

But this idea currently on there are many problems, such as the quality of the image generated
with a limited size of resolution, the reduction of the message is not accurate enough, the image load
1s limited, and other issues.

3 Method
3.1 Programme Overview

The framework proposed in this paper is based on the idea of SWE, which deconstructs the
pixel points of the image into the form of nodes in a linked list, and through the predefined
addressing algorithm, the steganographic transmission of the message can be accomplished without
any modification of the cover picture. The secret message can be completely restored according to the
extracted parameter key, such as the formula (4).

Ext(cover, key) = m Vm € {0, 1}" 4)
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As shown in the Fig. 1, the secret message to be delivered is first encrypted as well as compressed
to reduce the amount of data to be delivered. Then it is transformed into a binary bit stream and
divided into multiple message segments. After that, according to the addressing algorithm, the image
is transformed into the form of a linked list, combining the information fragments to find the optimal
list, and returning the relevant extracted information key. The optimal linked list searching method
can be categorized into two ways: fixed-length addressing and optimal-length addressing. When the
receiver receives the image, the message can be extracted and recovered according to the decoding key.
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Figure 1: Process demonstration of the linked-list encryption scheme

3.2 A Theory of Linked List Method for Steganography without Embedding

Although the current commonly used digital images have many different formats, they have in
common that they are composed of a very large number of pixel dots, which provides the possibility
for the embedding-free steganography framework proposed in this paper. When looking at a pixel
alone, it is easy to see that it is a decimal number, which tends to be in the range of 0-255, i.e., it can
represent 2° numbers, and thus we can transform it into an 8-bit binary number.

Associated with the node structure of the linked lists, we can divide the 8-bit number into
two parts as a simple chain table structure, for example, the first 7 bits as a node’s pointer field,
and the last 1 bit as the node’s data field. Then, we can find the next node according to the content of
the pointer field of the node, according to the set addressing method, such as based on the length of
the pointer, backward node lookup method, to find the next node. When following this method, we
can get a chain table with the starting pixel as the head. Of course, if we do not stop, the chain can
continue forever, as Fig. 2. A bitstream is obtained by reading the contents of the data fields in the
order of the nodes in the chain table and concatenating them.
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> Segment

Figure 2: The construction process of linked lists

This bitstream provides the basis for the possibility of steganography, i.e., if the secret message we
want to pass happens to be the same as the bitstream obtained from this chained table we constructed,
then we have achieved unmodified message passing. The fact is, however, that a randomly constructed
piece of our chained table will hardly fulfill the requirement. Therefore, to accomplish the goal, it
is worthwhile to reverse the above order of operations: we first prepare the message bitstream to be
delivered, and according to the content of this bitstream, verify the structure of the chained table
starting from different pixels in the image until we find a suitable chained table whose data fields form
the same bitstream as the message bitstream. If we can find this particular chained table, the covert
delivery of the message is realized, which is called the optimal chained table in this paper.

In this process, we need to accomplish the following things, constructing the chained table, and
creating the best way to find the chained table. Further, the part of constructing the chain table mainly
has the creation of nodes (both pointer and data fields), and setting the rules for pointing to the chain
table. Because the most important part of this is the best chain table finding method, which will affect
the creation of the chain table and nodes, so to understand and explain more clearly, this paper will
first introduce the best chain table following method in detail.

3.3 Methods for Finding the Optimal Linked List

Based on the above considered ideas, we have successfully changed our goal from hiding secret
messages to how to find the special linking table, i.e., the optimal linking table, according to the secret
messages. The optimal chained table search methods proposed in this paper can be categorized into
two ways, fixed-length search, and variable-length search, according to the length of the secret message.
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3.3.1 Fixed Length Search Method

The first way, fixed length finding, is discussed first. If we fix the length of the message to be
delivered by each chain table, then we can start from the chain table composed of the first pixel point
based on the message content, and compare them one by one according to the order, until we end the
search process when we find the optimal chain table, or we end it after searching the whole chain table,
which means that the optimal chain table is not found. Of course, at this time we can change the carrier
image for another attempt. The specific algorithm is shown in the following Algorithm 1:

Algorithm 1: Fixed length search algorithm
Input: image, msg
Output: key: {position}
Function searchList (image, msg):
foreach node in image do
if searchNode(node, msg) then
return node.posion
return result < 1
end
Function searchNode(ndoe, msg):
for 1 < 1 to length(msg) do
if node.data == msg(i) then
node < node.nextNode
else return result < 0
return result < 1
end

In this algorithm, the input is the cover image and the message fragment to be delivered and the
output is the key. The specific step is to consider all the pixels in the image as independent nodes and
traverse them to see if the linked list starting at that node is the best one, i.e., the same as the message
fragment. If the best link is found, the function returns the position information of the starting node as
a key. And in the process of comparing each link, such as the function searchNode, to check whether
it is the same as the corresponding bit of the message fragment in order of the nodes, one by one. If
it is the same, the function continues to check the next node until the message fragment is checked
and returns the success result 1, while if the corresponding bits are not the same, the function directly
returns the failure result 0.

The second function of the algorithm is to determine whether each link list is the same as the
message fragment or not, so the complexity of this function should be O(i). In the first function,
it is to judge all the nodes, so the complexity of this finding algorithm can be calculated should be
O(i * n). Because of this the length of the message fragment indicated by 1 is limited, much smaller
than the number of nodes, that is, the number of times n need to loop, so the time complexity of the
algorithm is O(n).

3.3.2 Variable Length Search Method

Then there is the second non-fixed-length finding method, i.e., the length of the message is not
fixed, and the longest possible optimal chain list is found in the image. Specifically, each pixel point in
the image is matched as the beginning of the chain table, and for the secret message, the length of the
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message that can be carried is calculated, after which, the chain table with the largest length among
them is selected as the best chain table. The specific process is shown in the following Algorithm 2:

Algorithm 2: Variable length search algorithm
Input: image, msg
Output: key: {position, length}
Function searchList (image, msg):
foreach node in image do
K@+ 4) <« searchNode(node, msg)
length <« max (K)
position<«—node(find(length)).posiotion
return position, length

end
Function searchNode(ndoe, msg):
k <1
while node.data == msg(k) do
k++
node<—node.nextNode
return k
end

In this algorithm, the inputs are the cover image and the message fragment to be delivered and
the output is the key. The specific step is to consider all the pixel points in the image as independent
nodes and traverse them to calculate the number of bits that a linked list starting at that node can
match the message fragment and save it. After that all the bit lengths are compared and the largest
result is selected as the message fragment length that can be delivered by the image this time and the
list corresponding to that result is found. The positional information of the initial node of that list and
the bit length are used as the output of the function, i.e., the key. And in the process of comparing each
chain table, such as the function searchNode, to compare with the message fragment corresponding
to the bit is the same or not, in the order of the nodes, one by one. If it is the same, then call itself to
continue to control the next node until the message fragment control is completed, return the length
of the message fragment, and if the corresponding bit is not the same, then return the current length
of the same bit for the analysis of the main function.

The algorithm follows the same inference as the fixed-length search algorithm described above,
where the number of loops k in the second function indicates the number of bits that can be matched
with the message fragment. Because of its finite length, which is much smaller than the number of
nodes, the time complexity of this algorithm is again O(n).

There are advantages and disadvantages of the above two methods, the first fixed-length search
method has less computational overhead because it is likely that it does not need to compare all the
linked lists, and it can compute the result faster. Moreover, the decoding key of this method only needs
the position information of the starting pixel, which is characterized by simplicity and lightweight.
However, this method does not ensure that the best chain table can be found for each carrier image,
and this success rate is related to the length of the message that the chain table needs to carry, and the
related analysis is arranged in the analysis section. The second variable length method, on the other
hand, ensures that an optimal link table can be found for each specified image carrier, but at the cost
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of more computational overhead and additional information about the decoding key, the position of
the starting pixel, and the message length.

3.4 The Construction Method of Linked Lists: Pointing Rules

In the framework proposed in this paper, after completing the optimal chain table finding method,
the other work that needs to be done is to construct the chain table, which consists of two aspects, the
node pointing rule and constructing the data domain and pointer domain of the nodes. This section
will discuss how to construct the chain table part.

For the construction of a chained list, the following process is generally followed: use a pixel in
the image as the starting node of the chained list, search the pointer field of that node to obtain the
pointing length, and find a new pixel as the next node based on the pointing rule. In this process, we
can deduce that the pointing rule does not affect the efficiency of steganography and the subsequent
node construction method based on it only affects the robustness, so we can use any custom rule
which not only improves the robustness of the algorithm but also makes it more difficult to decipher
the information. In this section, the default pointing rule used is the most basic sequential pointing,
which means that from the current node, the next pixel is found as a new node according to the pointing
length in the order of left to right and top to bottom.

However, there is still a problem of duplicate node pointing in this process. If multiple linked lists
are pointing to the same node at the same time, the subsequent nodes of these linked lists will be the
same. This situation may cause some nodes in the image to not participate in the construction of the
linked list, and may also result in multiple linked lists being the same. It is also easy to have cases where
a pointing length of 0 causes a node to point to itself. Both of these situations will affect the number
of different linked lists N that can be queried, reducing the success rate of searching for the best linked
list. Therefore, to address the aforementioned issues, this section proposes a linked list construction
scheme based on offset terms.

In this scheme, the first step is to construct an offset table equal to the size of the image, filled with
different positive integers as offset terms. When searching the pointer field of a node, after obtaining
the pointing length, it is added to the offset term corresponding to the position of the previous node
and combined with the magnification factor to obtain the new pointing length, and then the next node
is searched according to the pointing rule. It is worth adding that since there is no correlation between
different carriers and the image size is relatively fixed, the same offset table can be used. Furthermore,
in practical applications, both communication parties can use predefined and identical offset tables
to search for the best linked list, which means that the offset table does not need to participate in the
common channel for transmission.

The case where the subsequent nodes are the same when pointing to the same node in multiple
linked lists is completely eliminated in this scheme. For example, if Node, and Node, in two different
chains /; and /, point to the same next node Node,.., without an offset table, /, and /, will not be the
same because the offset terms of Node, and Node, are not the same as each other, so the length of
pointing to the Node,.., will be different, and therefore /;, /, will not be the same. In addition, the case
of pointing to itself due to a node pointer field of 0 is also solved.

3.5 The Construction Method of Linked Lists: Node Construction

Finally, regarding the node construction method part, based on the above chained implicit writing
principle, as well as to cope with different application scenarios, this paper proposes the following
different node construction schemes, which will be introduced in detail in this section. The first node
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construction method is based on the LSB named LSB-K, the second construction method utilizes the
changing trend of the image, and the third method utilizes the image to construct a deep multi-headed
linked list scheme.

The easiest to construct and at the same time the simplest solution is to follow the idea of the LSB
method, and when transforming the pixels of the image into nodes of the chain table, the last valid bit
of the image is used as the data field of the node. As for the pointer field, the other 7 valid bits should be
designated as a pointer ficld as a matter of course. However, there will be the problem of insufficient
robustness, i.e., the carrier image is very susceptible to changes due to external disturbances, which
leads to message reduction errors.

Therefore, in this section, this paper proposes a scheme called LSB-K to avoid vulnerability by
shifting the effective bits corresponding to the data domain and pointer domain of a node to higher
positions. Specifically, the k-th of the eight valid bit bits is designated as the data and pointer domains
of the node, and the amplification factor q is added to increase the pointing length of the node, so as
to avoid the situation where valid nodes are clustered in the carrier image.

4 Comparison and Analysis
4.1 Analysis of Security and Message Restoration Rate

For the discussion and judgment of digital steganography, there are mainly the following indexes:
security, message restoration rate, steganographic capacity, and robustness.

In the steganography scheme proposed in this paper, because there is no change to the carrier
image, it has a very high security and can be said to be able to completely avoid any form of
steganography analysis and detection. At the same time, if there is no change in the image carrier
during message extraction, the message can be extracted completely and accurately. Of course, if there
is an attack during transmission or due to compression and distortion, the extraction accuracy will be
affected, and this part is discussed in the subsection of robustness analysis.

4.2 Analysis of Steganographic Capacity

This section mainly analyzes the steganography capacity. Based on the relevant deductions about
the two best linked list search algorithms in the above chapters, we can conclude that the steganography
capacity of the scheme is mainly related to image size and precision. Admittedly, the probability of
matching a message fragment is very small for a single linked table. However, in the scheme proposed
in this paper, the whole image is mapped into a very large number of linked lists, which in practice will
be in the hundreds of thousands, so the probability of finding the best list for the whole carrier image
is not very small.

Firstly, we analyze the fixed-length finding of the optimal chain table of the first method,
according to the above equation, it can be seen that the relationship between the image size N and
the message length m can determine the success probability of the optimal chain table of length m, as
the formula (5) and the proof is placed in Appendix A.

P (m,N)=1—(1-p"" (5)

The parameter m is the length of a matching message segment, N is the number of linked lists used
for matching, which is related to the size of the image, and p is the matching probability of a single bit,
which is set to 1/2 in this article because the data of the message and the linked list nodes are uniformly
distributed for 0 and 1.
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The variation of this is shown in Fig. 3. From the first subfigure, it can be seen that when
performing the best linked list search on each image, the search probability increases with the increase
of image size N, but decreases with the increase of message fragment length. We divide the success
probability of finding the acceptable best linked list into several levels: 99%, 95%, 90%, and 80%,
and observe the mutual changes between message length m and image size N under the different
conditions mentioned above, as shown in second subfigure. Obviously, we can segment message
fragments according to actual needs in different scenarios. Based on practical operational experience,
it can be seen from the figure that if the carrier image is a small-sized image, selecting 7-10 bits for
the message segment is feasible. If the size of the image is approximately 250,000, which is a common
500 x 500 size, controlling the length of the message segment to 14 or 15 bits is very effective.
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Figure 3: Analysis of factors for searching fixed length optimal linked

Next, we will continue to analyze the second method, which is the variable length search algorithm
for the best linked list. The relationship between image size N, message length m, and the search rate
of the best linked list can also be calculated, that is, the probability of obtaining the best linked list
length when using a variable length search algorithm on an image, as shown in the formula (6) and the
proof is placed in Appendix B.

Py (m, Ny = (1 —p)" — (1 —pm" (6)

Similar to the above equation, the matching probability of p for a single bit is set to 1/2. According
to the changes shown in Fig. 4, it can be seen that regardless of the size of the carrier image, there is
always a high probability of finding the best linked list, and among common image sizes, the length of
message fragments is basically in the range of 10-20. In addition, consistent with fixed length search
methods, under certain acceptable search expectations, the larger the image, the longer the message
segment, which is also in line with people’s intuition.

In addition, this formula can also be understood as a probability density function of search
rate under different conditions. Therefore, in order to better analyze variable fixed length search
algorithms, we can obtain the probability that the length of the best linked list found on an image
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is not less than m, which is formula (7), and the image of this formula is shown in b of Fig. 4.

Py (m,N) = (1 —p™)" (7)
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Figure 4: Analysis of factors for searching variable length optimal linked

We also divide the success probability of finding the acceptable best linked list into several levels:
99%, 95%, 90%, and 80%, and observe the mutual variation between message length m and image size
N, as shown in Fig. 4. If the carrier image is a small-sized image, the length of the searched message
fragment is approximately 10-13 bits. If the size of the image is approximately 250,000, which is a
common 500 x 500 size, then the length of the message segment will be around 12-18, and even up to
20 bits.

From the above figure, we can see that each of the two best linked list search methods has its own
advantages and disadvantages. Although there is a very small possibility that the fixed length search
method cannot find the best linked list in an image, this small problem can be solved by replacing
the carrier image. On the other hand, the length of message fragments that can be transmitted is
relatively stable, with few changes, and generally stable between 10-15 bits. On the contrary, variable
length search methods can ensure that the best linked list can be found, but the corresponding message
fragment length is not stable, and the range of variation is basically between 10-20 bits. You can choose
different optimal linked list search methods based on actual needs and the size of the carrier image.

4.3 Robustness Analysis

In practical application scenarios, images may undergo certain changes due to noise interference
generated during encoding and transmission and often face potential attack risks. This section
conducts robustness testing on the above linked list construction scheme, mainly applying different
noise attack methods to images, and using common filters to mimic common noise interference and
conventional processing methods to calculate the accuracy of message restoration.

The main noise attack methods selected in this experiment include Gaussian noise, salt and pepper
noise, and multiplicative noise. Gaussian noise is an additive noise characterized by its probability
density function following a Gaussian distribution, where the number of noise points at a certain
intensity is the highest, and the further away from this intensity, the fewer noise points there are. The
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mean p of the Gaussian noise added in this experiment is set to 0, and the variance o is set to 0.001,
0.005, 0.01, and 0.05. Salt and pepper noise, also known as pulse noise, may be generated due to strong
interference during signal transmission, or errors in bit transmission. In this experiment, four different
noise densities were used, 0.001, 0.005, 0.01, and 0.05, which represent the ratio of noise pixels to the
total number of pixels. Multiplicative noise is commonly present in real-world image applications and is
related to image signals, usually caused by imperfect channels. This experiment is based on formula (8)
to add multiplicative noise.

J=I+nxlI ®)

where J denotes the image after being attacked by noise and represents uniformly distributed random
noise with a mean of 0, and the variance sigma is also set to four scenarios: 0.001, 0.005, 0.01, and
0.05.

Three types of filters are also chosen, mean filter, median filter and adaptive wiener filter. The
mean filter is a smooth linear spatial filter that is often used to reduce noise, mainly by removing
irrelevant details from an image, and is implemented by assigning the average value of the pixels in
the neighborhood of the filter template to the center element. Unlike the mean filter, the median filter,
as a nonlinear filter, assigns the median value of all pixels in the neighborhood window to the center
element, which maintains the edge characteristics of the image without significant blurring. The wiener
filter, on the other hand, better preserves the edges and other high-frequency parts of the image, adapts
itself to the local variance of the image, and performs little smoothing when the variance is large and
more smoothing when the variance is small. Finally, it should be mentioned that the domain operators
used in this experiment uniformly use three different sizes, 3 x 3,5 x 5, and 7 x 7.

As for the adopted datasets, there are two, BossBase and ImageNet. BossBase is a dataset often
used in the field of steganography, including the field of steganalysis, which contains 10,000 grayscale
images, uniformly processed into 512 x 512 size. ImageNet is a very famous dataset, which is often used
in the tasks of image classification, detection, localization, recognition, etc. Its contained images have
the advantages of variety and rich content, which are very suitable for the image content in the actual
scenarios of the steganography algorithm. The images contained in ImageNet have the advantages of
variety and richness, which are very suitable for steganography algorithms in real scenarios.

According to the steganography scheme proposed above in this article, different optimal linked
list search methods will only affect the degree of message fragments that each image can carry, without
affecting robustness. In addition, there are multiple other parameters that can affect its performance,
such as the bit depth k of the pixel values corresponding to the node pointer field and data field,
the amplification factor ¢ for the pointing length during node construction, used to find the optimal
addressing method for the linked list, and the most important message fragment length m to be
transmitted. The following experiments will gradually carry out specific testing and analysis on them.

4.3.1 Tests for Bit Depth k

Firstly, analyze the bit depth. Based on the above construction theory, the bits corresponding to
the data domain and pointer domain of the node do not affect each other. Therefore, for convenience,
in this experiment, the bits corresponding to the two are set to the same depth, denoted as bit depth k. It
should be mentioned that the smaller k, the higher the position of the significant bit represented. That
is, when k = 1, it represents the most significant bit, and when k = 8, it represents the least significant
bit. In addition, the amplification factor ¢ is set to 1, the addressing method uses sequential addressing,
and the message fragment length is set to 10, which basically ensures that the dataset image size used
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can find at least one optimal linked list for testing. The results of message restoration for different noise
attacks are shown in Table 1, and the restoration accuracy for filters with different sizes is shown in
Table 2.

Table 1: Bit reduction accuracy for bit depth k with different noise attack

Datasets Bit depth Gaussian noise (L = 0) Salt and pepper noise Multiplicative noise (. = 0)
0.01 0.05 0.1 0.5 0.01 0.05 0.1 0.5 0.01 0.05 0.1 0.5

0.496 0.516 0.519 0.519 0.997 0985 0.944 0.936 0.529 0.497 0.488 0.482
0.497 0.491 0.499 0.491 0.999 0.994 0.981 0.932 0.521 0.498 0.506 0.496
0.495 0.487 0.499 0.498 0996 0.978 0.979 0.943 0.551 0.524 0.501 0.517
0.507 0.505 0.497 0.501 0.998 0.995 0.987 0.931 0.619 0.521 0.522 0.523
0.559 0.512 0.503 0.507 0.995 0.987 0.978 0.942 0.729 0.589 0.545 0.551
0.651 0.553 0.525 0.502 0.996 0.997 0.983 0.957 0.823 0.734 0.665 0.545
0.805 0.725 0.598 0.522 0.995 0.994 0.987 0.939 0921 0.822 0.777 0.634
0.902 0.829 0.790 0.673 0.999 0.995 0.984 0.947 0.939 0.871 0.842 0.727

0.495 0.502 0.505 0.506 0.998 0.995 0.983 0.926 0.51 0.512 0.504 0.498
0.498 0.503 0.503 0.503 0.999 0.991 0.987 0.929 0.513 0.504 0.504 0.51

0.499 0.508 0.506 0.498 0.999 0.997 0.979 0.933 0.526 0.512 0.511 0.507
0.504 0.506 0.502 0.5 0.998 0.992 0986 0931 0.55 0.529 0.514 0.506
0.541 0.514 0.511 0.517 0.998 0.993 0.981 0.929 0.652 0.547 0.528 0.521
0.671 0.547 0.521 0.511 1 0.992 0.986 0.929 0.798 0.655 0.582 0.527
0.795 0.666 0.612 0.527 0.997 0.993 0.986 0.929 0.88 0.794 0.728 0.589
0.908 0.818 0.79 0.674 0.999 0.992 0.984 0.931 0951 0.888 0.849 0.735

BossBase

ImageNet
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Table 2: Bit restoration accuracy for different bit depths k under noise filter interference

Datasets Bit Mean filter Median filter Wiener filter
depth 303 545 7x7 3x3 5x5 7Tx7 3x3 5x5 7Ix7

0.502 0.509 0.523 0.570 0.538 0.526 0.502 0.599 0.531
0.537 0.531 0.501 0.589 0.558 0.557 0.532  0.519 0.534
0.584 0.536 0.562 0.644 0.603 0.601 0.586 0.579 0.576
0.613 0.587 0.553 0.711 0.636 0.627 0.644 0.612 0.573

BossBase —4 0639 0585 0571 0745 0.686 0654 0.698 0.665 0.645
=3 0704 0663 0638 0835 0778 0724 0818 0.785 0.756

—2 0817 0756 0746 0894 0844 0827 0916 0881 0.867

0.879 0835 0814 0947 0907 0885 0949 0923 0.907

—8 0504 0502 0501 0549 0531 0515 0514 0513 0.49

=7 0527 0506 0507 0581 0542 0528 0533 0521 0514

—6 0545 0521 0526 0591 0561 0555 0561 0527 0.523

ImageNet =5 0572 0555 0534 0634 0583 0569 0593 0551 0.539

0.613 0.591 0.577 0.691 0.643 0.628 0.654 0.624  0.598
0.679 0.623 0.601 0.762 0.711 0.683 0.762 0.712  0.681
0.737 0.694 0.666 0.821 0.774 0.746 0.844 0.808 0.783

(Continued)
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Table 2 (continued)
Datasets Bit Mean filter Median filter Wiener filter
depth 3.3 545 7x7 3x3 5x5 7Tx7 3x3 5x5 7Ix7

k=1 0855 0.796 0.774 0901 0.861 0.829 0922 0.894 0.869

The experimental results show that in both datasets, as the bit depth increases, there will be a
significant improvement in the accuracy of all noise interference restoration, especially when the bit
depth is 1 (k = 1), and the accuracy is the highest. Moreover, an increase in the degree of noise
interference will reduce the accuracy of message restoration to varying degrees. Secondly, the degree of
message restoration may experience a certain degree of performance degradation for Gaussian noise
and multiplicative noise, but it is still acceptable, while it exhibits unusual stability for salt and pepper
noise, with an accuracy rate of almost 99.9%, as shown in Table 1. Similar to noise attacks, accuracy
decreases to varying degrees after being processed by different filters. However, when the bit depth is
1 (k = 1), it still performs best, such as in Table 2.

Based on the analysis of the above situation, setting the bit depth to 1 can achieve the best per-
formance in all experimental situations, which is consistent with the physical meaning corresponding
to the actual situation. That is, a bit depth of 1 means that the pixel value corresponding to the node
can change significantly, so it has strong resistance to numerical fluctuations caused by noise attacks
or filter operations. This is exactly the opposite of the case with a bit depth of 8, which has a strong
sensitivity to numerical fluctuations.

4.3.2 Tests for Addressing Methods and Amplification Factors

The next step is to test the addressing method and amplification factor o, and based on the analysis
results in the previous section, select the optimal parameter setting, that is, set the bit depth to 1. Its
message restoration accuracy against different noise attacks is shown in Table 3, and its restoration
accuracy against filters of different sizes is shown in Table 4.

Table 3: Restoration accuracy under noise attack for different addressing method and factor o

Datasets  Addressing Amplificat- Gaussian noise (i = 0) Salt and pepper noise Multiplicative noise (i = 0)
methods  ion factor
0.01 0.05 0.1 0.5 0.01 0.05 0.1 0.5 0.01 005 0.1 0.5
o=1 0.902 0.829 0.791 0.673 0.999 0.995 0.984 0.947 0.939 0.871 0.842 0.727
Sequential o =10 0.899 0.807 0.796 0.669 0.999 0.996 0.976 0.903 0.942 0.875 0.841 0.722
o =50 0.871 0.753 0.791 0.595 0.999 0.997 0.978 0.934 0.914 0.874 0.833 0.681

BossBase o=1 0.878 0.805 0.736 0.652 0.999 0.985 0.985 0.937 0.941 0.842 0.813 0.763
Oblique o =10 0.922 0.813 0.752 0.627 0.999 0.999 0.99 0.957 0.929 0.889 0.871 0.708
o =50 0.892 0.842 0.721 0.608 0.999 0.997 0.979 0.932 0.951 0.87 0.834 0.744

(Continued)
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Table 3 (continued)

Datasets  Addressing Amplificat- Gaussian noise (u = 0) Salt and pepper noise Multiplicative noise (u = 0)
methods  ion factor

0.05 0.1 05 0.01 0.05 0.1 0.5 001 0.05 0.1 0.5

o=1 0.908 0.818 0.790 0.674 0.999 0.992 0.984 0.931 0.951 0.888 0.849 0.735
Sequential o =10 0.903 0.813 0.775 0.667 0.998 0.992 0.984 0.936 0.939 0.882 0.838 0.738
ImageNet o=150 0.895 0.807 0.756 0.637 0.999 0.996 0.986 0.933 0.929 0.868 0.841 0.723

o=1 0.904 0.812 0.778 0.651 0.999 0.988 0.987 0.929 0.938 0.887 0.851 0.728
Oblique o =10 0.902 0.808 0.759 0.641 0.999 0.994 0.988 0.939 0.942 0.873 0.849 0.732
o =50 0.893 0.809 0.762 0.642 0.998 0.992 0.983 0.928 0.935 0.875 0.831 0.722

Table 4: Restoration accuracy under filter interference with different addressing modes and amplifi-
cation factors

Datasets Addressing Amplification Mean filter Median filter Wiener filter
methods factor

3x3 5x5 T7x7 3x3 5x5 T7x7 3x3 5x5 7Tx7

o=1 0.879 0.835 0.814 0937 0907 0.886 0948 0.923 0.907
Sequential o=10 0.922 0.871 0.837 0928 0.894 0.894 0963 0943 0.931
o=150 0.947 0.793 0.771 0.93 0.889 0.847 0.93 0.89 0.888
BossBase
o=1 0.898 0.86 0.815 0.93 0.889 0912 0947 0943 0.922
Oblique c=10 0.844 0.819 0.751 0916 0.878 0.849 0.91 0.884 0.87
=150 0.845 0.779 0.75 0.902 0.879 0.861 0.92 0912 00917
o=1 0.855 0.796 0.774 0901 0.861 0.829 0922 0.894 0.869
Sequential c=10 0.842 0.791 0.764 0902 0.852 0.833 0.92 0.895 0.873
o=150 0.845 0.799 0.762 0.899 0.859 0.836 0917 0.89 0.87
ImageNet
o=1 0.86 0.811 0.769 0911 0.873 0.854 0.923 0.896 0.881
Oblique oc=10 0.842 0.787 0.756 0.892 0.849 0.827 0908 0.885 0.87
o =150 0.849 0.784 0.748 0.902 0.852 0.82 0913 0.886 0.864

From the table, it can be seen that different datasets do not affect the performance of the scheme,
as both have the same magnitude of change. Secondly, different addressing methods will not help the
framework to have better resistance under different interferences, whether it is noise interference or
filter operation. This experimental result is consistent with the derivation conclusion of the theoretical
part above and has been further verified. Finally, the analysis of different amplification factors o also
has no impact on the performance of the scheme, and the factor that causes this situation is the addition
of offset tables, which are mainly characterized by their different contents. The image sizes tested for
it are all 512 x 512, so the lowest effective range for the data in the offset table is 1~512 x 512. The
addition of huge offset term data has minimal impact on o.

4.3.3 Tests for Message Segment Length

Finally, regarding the testing of message fragment length m, it can be seen from the test results in
the previous section that the addressing method and amplification factor have no significant impact
on robustness. Therefore, in this section of the testing experiment, oblique addressing was used and
the amplification factor was set to 1. The accuracy of message restoration under various noise attacks
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and filter influences was also tested to analyze the robustness of the scheme. The test results are shown
in Tables 5 and 6.

Table 5: Restoration accuracy under noise attack for different message segment lengths m

Datasets Message Gaussian noise (u = 0) Salt and pepper noise Multiplicative noise (u = 0)
segment

001 005 0.1 0.5 0.01 005 0.1 0.5 001 0.05 0.1 0.5
m=10 0902 0.829 0.791 0.673 0.999 0995 0984 0947 0.939 0871 0.842 0.727

m=11 0.876 0.781 0.722 0.635 0.999 0993 0972 0923 0.92 0835 0.839 0.729
m=12 0.892 0.823 0.777 0.624 0.999 0.993 0.982 00935 0.946 0.873 0.815 0.732
BossBase m=13 0.879 0.783 0.735 0.639 0.999 0999 0.988 0924 0.929 0.853 0.821 0.721
m=14 0.871 0.758 0.714 0.61 0996 0.999 0.977 0921 0904 0.835 0.768 0.671
m=15 0.885 0.771 0.733 0.604 0.998 0.985 0.989 092 0932 0.852 0.802 0.689

m=16 0.852 0.769 0.740 0.614 0982 0.999 0.975 0.897 0935 0.874 0.815 0.704
m=10 0904 0.812 0.778 0.651 0.999 0988 0.987 0.929 0.938 0.887 0.851 0.728

m=11 0.894 0.821 0.778 0.648 0.998 0.993 0.986 0.936 0.938 0.881 0.842 0.724
m=12 0.894 0.822 0.756 0.638 0.999 0.992 0.984 0.927 0936 0.883 0.843 0.732
ImageNet m=13 0.902 0.814 0.752 0.644 0999 0.995 0.985 0918 0937 0.875 0.843 0.711
m=14 0.887 0.802 0.739 0.635 0996 0.99 0979 0915 0932 0.858 0.823 0.711
m=15 0.882 0.777 0.733 0.626 0.998 0.991 0.986 0.901 0.931 0.864 0.815 0.685
m=16 0.881 0.782 0.752 0.617 0.998 0.994 0.989 0.907 0.928 0.866 0.824 0.696

Table 6: Bit restoration accuracy of filter interference for different message fragment lengths m

Datasets Message Mean filter Median filter Wiener filter
segment
3x3 S5x5 7x7 3x3 5x5 7x7 3x3 5x5 7x7
m=10 0.879 0.835 0.814 0.937 0.907 0.886 0.948 0.923 0.907
m=11 0.865 0.825 0.801 0.921 0.875 0.853 0911 0.885 0.866
m=12 0.864 0.803 0.772 0.925 0.862 0.842 0.925 0.891 0.875
BossBase m=13 0.889 0.848 0.824 0.922 0.888 0.869 0.939 0.913 0.902
m=14 0.891 0.838 0.822 0.937 0.896 0.878 0.944 0.897 0.878
m=15 0918 0.894 0.872 0.957 0.933 0.917 0.974 0.953 0.936
m=16 0.861 0.811 0.769 0911 0.873 0.854 0.923 0.896 0.881
m=10 0.846 0.791 0.757 0.888 0.841 0.821 0911 0.876 0.863
m=11 0.874 0.819 0.799 0.908 0.871 0.851 0.922 0.896 0.882
m=12 0.876 0.839 0.813 0.907 0.872 0.855 0.929 0.899 0.884
ImageNet m=13 0.858 0.811 0.783 0.893 0.852 0.831 0.907 0.882 0.867
m= 14 0.858 0.812 0.786 0.881 0.844 0.822 0.899 0.872 0.853
m=15 0.851 0.815 0.788 0.879 0.847 0.824 0.907 0.878 0.859
m=16 0.879 0.835 0.814 0.937 0.907 0.886 0.948 0.923 0.907

From Tables 5 and 6, it can be seen that as the fragment length increases, the scheme still has
very good resistance to salt and pepper noise and is almost unaffected. For Gaussian noise and
multiplicative noise, the accuracy of message restoration gradually decreases, but the amplitude of
change is very small and within an acceptable range. Surprisingly, under the same filter interference,
the restoration accuracy of different segment lengths is almost not affected, demonstrating a robust
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stability. Finally, under the same conditions, the performance calculated in the two datasets is basically
the same, which indicates that the scheme has no dependency on the dataset and therefore has strong
universality. It can be applied to multiple practical scenarios with more complex forms and richer
content.

4.3.4 Comparison and Analysis with Other Methods

This section focuses on comparing and analyzing the performance of the steganographic frame-
work proposed in this paper with other methods from several aspects.

Some recent works have been selected for comparison. These works, Wasserstein GAN-Gradient
Penalty (WGAN-GP) [30], Deep Convolutional GAN (DCGAN) [19], Star Generative Adversarial
Networks (StarGAN) [38] Attention-Guided GAN (attention-GAN) [42], all belong to coverless
image steganography, mainly obtaining cover images through different neural networks, also known as
generative steganography. The works Intelligent Search Method of Mapping Relation (ISMMR) [39]
and Multi-Object Recognition (MOR) [40] belong to cover selection method. Synthetic Semantics
Stego GAN (SSS-GAN) [41] transmits messages by combining image generation techniques and
mapping rules. The main analytical analysis results are shown in Table 7.

Table 7: Comparison and analysis with other steganography methods

Methods Absolute Image size Relative capacity  Accuracy
capacity
F;V(S]}AN-GP 256~1792 64 x 64 6.25¢-2~4.37e—1 86.26%~100%
S:nae;i“:z h, DCGAN[I9] =375 64 x 64 9.16e—3 96%
BANOBIAPY  GrarGAN[38] >33 128 x 128 6.71e—1 96%%
Attention- 200~1200 64 x 64 4.88¢—2~2.93e—1 89%~99%
GAN
[42]
ISMMR [39] 8 5% 5 3.20e—1 100%
Selection-based MOR [40] 6~24 128 x 128 3.66e-4~1.46e—3 83%~90%
SSS-GAN [41] 6 64 x 64 5.86e—3 98.99%~100%
Ours 15 >512 x 512 3.9e—6 100%

From the comparison results in Table 7, it can be seen that the proposed scheme in this article has
the very distinct feature of having a very large message carrying capacity, which is different from other
methods. This is because in the above process description, only a single linked list is described, and for
the entire image, the number of linked lists that can be accommodated is almost the number of pixels
in that image. Therefore, the payload capacity should be close to the score of the number of pixels and
the length of the linked list. The recommended single linked list length is set to 15, which can better
use images of size 512 and has higher efficiency.

In addition, the proposed scheme also has a very high accuracy, which is due to the same reasons
as other methods in the table that also have 100% accuracy, that is, these methods all have the
characteristics of accuracy, recoverability, etc.



CMES, 2024, vol.141, no.1 349

5 Conclusion

This article proposes a new encryption communication scheme for non embedded image steganog-
raphy, which generates specific decoding keys based on message fragments and encrypted images. In
theory, this scheme can transmit corresponding message fragments based on the number of keys that
can be transmitted and has extremely high steganography capacity and transmission efficiency. This
scheme does not require any modifications to the carrier image and can completely resist steganalysis,
with very high security and concealment. Finally, we have theoretically analyzed and experimented
with various influencing factors to prove and verify that the method still has good robustness under
various attack environments. In future work, the robustness of this communication scheme to cope
with various extreme conditions will be further investigated.
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Appendix A. Probability Calculation of the Optimal Linked List Fixed Length Search Algorithm

Firstly, the following definition is given: obviously, in the matching process, each bit is independent

of the other, and each matching is an independent event, and its matching success probability is defined
as p. In addition, there are N pixels p; in the image img, and N chained /; can be constructed, and the
message fragment that needs to be delivered is msg, and the data field in the chained list structure can
hold ¢ bits of data.

For the fixed-length linked list method, the length of the message fragment msg to be matched is

set to be m bits, according to the above algorithm flow, we can set the event 4, as the i-th linked list
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is the same as the message fragment, the probability that the linked list happens to be the best one
P{A4;} = p™. Then for the whole image, the best one can be searched for among the N linked lists,
which can be formulated as among the » linked lists. At least one of the linked lists is the same as the
detailed fragment, denoted as event A4, then there is

PA)=1—P{A}=1-PA} =1—(1—PAD* =1-(1-p")" (1)
In the inference process of method mentioned above, the following characteristics can be observed:

the probability of the best linked list length of m in both methods is only related to the length of the
message fragment to be transmitted, the size of the image, and the matching rate of a single bit.

Appendix B. Probability Calculation of the Optimal Linked List Variable Length Search Algorithm

For the variable length linked list method, check one of the linked lists /;, we can calculate the
probability that the linked list can exactly match a message fragment of length m as

P{length(l) = m} = p"(1 — p) (2

Obviously, it can be inferred that the probability that the linked list can match messages with a
length not exceeding m is as follows, denoted as P,,.

P {length () < m} = P {length (l,) = 0} + P {length ([) = 1} + - - - + P {length (I,) = m} 3)

In addition, considering that there are N linked lists available for querying in the image carrier,
the probability that all linked lists can match a message length of no more than m can be obtained

P {max(length (1)) < m} = H: P{length (I) <m} = (P,)" 4)

Therefore, the probability of matching a message length of m after all linked list queries can be
calculated as
P {max (length (1)) = m} = P {max (length (I)) < m} — P {max (length (1)) < (m — 1)} (5)

=P)" = @) =0 =p"H = (1 =p")"
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