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ABSTRACT

The denoising of microseismic signals is a prerequisite for subsequent analysis and research. In this research,
a new microseismic signal denoising algorithm called the Black Widow Optimization Algorithm (BWOA)
optimized Variational Mode Decomposition (VMD) joint Wavelet Threshold Denoising (WTD) algorithm
(BVW) is proposed. The BVW algorithm integrates VMD and WTD, both of which are optimized by
BWOA. Specifically, this algorithm utilizes VMD to decompose the microseismic signal to be denoised into
several Band-Limited Intrinsic Mode Functions (BLIMFs). Subsequently, these BLIMFs whose correlation
coefficients with the microseismic signal to be denoised are higher than a threshold are selected as the
effective mode functions, and the effective mode functions are denoised using WTD to filter out the residual
low- and intermediate-frequency noise. Finally, the denoised microseismic signal is obtained through
reconstruction. The ideal values of VMD parameters and WTD parameters are acquired by searching
with BWOA to achieve the best VMD decomposition performance and solve the problem of relying on
experience and requiring a large workload in the application of the WTD algorithm. The outcomes of
simulated experiments indicate that this algorithm is capable of achieving good denoising performance under
noise of different intensities, and the denoising performance is significantly better than the commonly used
VMD and Empirical Mode Decomposition (EMD) algorithms. The BVW algorithm is more efficient in
filtering noise, the waveform after denoising is smoother, the amplitude of the waveform is the closest to the
original signal, and the signal-to-noise ratio (SNR) and the root mean square error after denoising are more
satisfying. The case based on Fankou Lead-Zinc Mine shows that for microseismic signals with different
intensities of noise monitored on-site, compared with VMD and EMD, the BVW algorithm is more efficient
in filtering noise, and the SNR after denoising is higher.
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Abbreviation

VMD Variational Mode Decomposition

BWOA Black Widow Optimization Algorithm
WTD Wavelet Threshold Denoising

BVW The BWOA optimized VMD joint WTD Algorithm
EMD Empirical Mode Decomposition

EEMD Ensemble Empirical Mode Decomposition
BLIMF Band-limited Intrinsic Mode Function
SNR The signal-to-noise ratio

RMSE The root mean square error

P-CC The Pearson correlation coefficient

TFR The time-frequency representation

1 Introduction

As mineral resources in the shallow earth gradually become exhausted, mining has gradually
entered the deep earth. One of the accompanying problems is that ground pressure disasters occur
more frequently, which will seriously threaten the safety of personnel and equipment. Therefore, the
safety issue in deep underground mines has become a popular research topic [1,2]. As an efficient
means of ground pressure monitoring, microseismic monitoring technology can be used for long-term,
uninterrupted monitoring. This technology is effective in monitoring microfractures that may develop
into macro instability failures inside rock masses and revealing the state of failure development in
rock masses. By processing and analyzing microseismic records, engineering and technical personnel
are able to get the precursor of ground pressure disaster, and take timely and reasonable measures,
so as to protect personnel or equipment from the damage caused by ground pressure disasters and
ensure safe and smooth production activities. Therefore, this technology has been extensively applied
in mines [3,4].

The microseismic events that this paper focuses on are mining-induced microseismic events, whose
main characteristics are similar to earthquakes [5,6], belonging to mechanical waves propagating in
rock masses and exhibiting both the P-phases and S-phases. However, because its energy is small, the
magnitude is generally less than 0, and the propagation distance is generally short, it often exhibits
features of a low signal-to-noise ratio (SNR) and an overlap of the P- and S-phases [4]. Resulting from
the complexities of underground construction environments and geological conditions, the signals
acquired by microseismic monitoring systems usually contain various noises, including electrical
signals, mechanical vibration signals, and drilling signals [7], whose frequency and amplitude can be
distributed throughout the whole record, which greatly impacts follow-up analysis, such as picking the
arrival time of P/S waves, parameter inversion, and mechanism analysis [4]. Therefore, denoising the
microseismic signal monitored is essential for subsequent analysis and research.

Microseismic signals exhibit nonstationarity and randomness [8,9]. The commonly employed
techniques for processing these signals involve Wavelet Threshold Denoising (WTD) [10], Empirical
Mode Decomposition (EMD)[11], and the improved techniques derived from EMD, including Ensem-
ble Empirical Mode Decomposition (EEMD) [12]. The foundation of WTD is wavelet transform.
For example, Xu et al. [13] applied wavelet transform to denoise microseismic signals. They verified
through experiments that the syml6 wavelet basis function is suitable for denoising microseismic signals
monitored in large-scale rock structures and evaluated the denoising performance of four commonly
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used threshold algorithms, including the rigrsure threshold algorithm [14]. Their experiments indicate
that the rigrsure threshold algorithm achieved the best SNR and root mean square error (RMSE),
and its denoising was the most effective. However, WTD needs to determine multiple parameters,
such as the threshold algorithm and the wavelet basis function. As a result, its denoising performance
is affected by the mutual influence of harmonic components in every frequency band in the orig-
inal signal [!5], which makes qualitative analysis and research difficult to conduct. Moreover, this
algorithm cannot filter out high-frequency noise [16], which affects the denoising performance. In
1998, Huanget al. [1 7] proposed the classic adaptive signal processing technique EM D, which exhibits
excellent performance in processing non-stationary signals. This method decomposes the signal based
on its time-scale characteristics to obtain several intrinsic mode functions. Then, each intrinsic mode
function is analyzed and screened for signal reconstruction. In light of these benefits, the EMD method
is extensively applied to microseismic signal denoising [18,19]. Nevertheless, EMD is deficient in a
robust theoretical basis and is liable to experience mode mixing [20,21]. EEMD is an improvement
based on EMD. This method involves adding Gaussian white noise to the signal beforehand, followed
by mode decomposition. In this way, the process of adding different Gaussian white noise and then
decomposition is repeated many times. Finally, the results of repeated processes are averaged to obtain
more accurate intrinsic mode functions [12,22]. Although this improved method solves the issue of
mode mixing in EMD, the iterative process increases the computational complexity of the algorithm,
and errors may occur due to poor selection of the amplitude of pre-added Gaussian white noise and
iteration times [23].

In addition, there are also some other methods used for denoising microseismic signals. For
example, Dong et al. [24] proposed a denoising algorithm called LMD-SVD, which is a combination
of Local Mean Decomposition and Singular Value Decomposition. In the algorithm, the signal is
decomposed using Local Mean Decomposition and obtain several product functions from high to
low frequencies. After screening, Singular Value Decomposition is used to denoise the low-frequency
product functions, and the denoised signal is obtained after reconstruction. Li et al. [25] developed a
microseismic signal denoising method combining Empirical Wavelet Transform and adaptive thresh-
old. With this technique, the signal undergoes adaptive decomposition into distinct modes, guided
by its frequency characteristics. Then, the modes containing more useful components are processed
using the hard threshold function to preserve the amplitude, while other modes containing fewer useful
components are processed using an improved threshold function to ensure the reconstructed signal
remains continuous. Peng et al. [20] proposed a non-parametric automatic algorithm for denoising
microseismic signals. This method first applies the two-step Akaike Information Criterion to pick up
the arrival of P-waves. Then the noise power spectrum is subtracted from the signal power spectrum.
Finally, the reconstructed signal is acquired through the inverse Fourier transform.

Variational Mode Decomposition (VMD) [27] is a modal variational and signal-processing
algorithm introduced in 2014, which is characterized by self-adaptation and complete non-recursion.
In VMD, the number of decomposed Band-Limited Intrinsic Mode Functions (BLIMFs) is capable
of being manually set, and the finite bandwidth of BLIMFs and the optimal center frequency can
be matched autonomously during the algorithm process. So mode separation is more effective, and
mode mixing and other problems do not exist in VMD. When VMD is applied to complex nonlinear
time series, it can effectively reduce nonstationarity, therefore, it has been thoroughly researched and
utilized in the past few years [28]. However, its decomposition performance is usually affected by the
number of BLIMFs K and the penalty factor « [29]. K is the preset number of BLIMFs obtained
after the signal is decomposed. « serves as a parameter designed to maintain the precision of signal
reconstruction when solving variational problems. When K is too low, more information will be filtered
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out from the original signal, which may result in some information being lost after the original signal
is decomposed. When K is excessively high, the center frequencies of neighboring BLIMFs will be
nearer, which may lead to mode mixing. For «, as its value decreases, the bandwidth of each BLIMF
increases, easily leading to mode mixing, and the denoising performance becomes worse. When its
value is increased, the bandwidth of each BLIMF becomes smaller, potentially resulting in the absence
of key details in the original signal. At present, the values of K and « are often selected through
experiential knowledge, severely restricting the application of VMD [30].

This study presents a novel algorithm for denoising microseismic signals. This algorithm is called
the Black Widow Optimization Algorithm (BWOA) optimized VMD joint WTD algorithm, abbrevi-
ated as BVW. As shown in Fig. 1, in the algorithm, firstly, the microseismic signal is decomposed using
VMD, and then the BLIMFs with correlation coefficients higher than the threshold are selected as the
effective mode functions. Then, the residual low- and intermediate-frequency noise in the effective
mode functions are filtered out through WTD. Finally, the denoised microseismic signal is obtained
through reconstruction. The values of VMD parameters, including the number of BLIMFs K and
penalty factor «, are selected using BWOA to achieve optimal decomposition performance. The values
of WTD parameters are also selected using BWOA to avoid the problem of a huge workload when
manually searching the values. The simulated experiments and the case based on Fankou Lead-Zinc
Mine show that this algorithm can achieve good denoising performance under noise of different
intensities.

| Microseismic signal to be denoised |

Utilize BWOA to search for the optimal
I Decompose the signal using VMD |1— values of the number of BLIMFs K and
the penalty factor a

[ Obtainﬁ‘:BLIMFs |

|

Calculate the Pearson correlation coefficient between
each BLIMF and the microseismic signal

|

Select the BLIMFs with correlation coefficients higher
than the threshold as the effective mode functions

4
Denoise the effective mode
functions using WTD

_ Utilize BWOA to search for the optimal
values of WTD parameters

A 4

| Reconstruct to obtain the denoised signal |

Figure 1: The schematic diagram of the BVW algorithm

2 Methodology
2.1 The BWOA Optimized VMD Joint WTD Algorithm (BVW)

The denoising process of the BVW algorithm is presented in Fig. 2, and its procedure includes the
following steps:
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1) Initialize various parameters of BWOA, set the search boundaries of K and « to [2, 20] and
[100, 10000], respectively, and set the fitness function to Fitness].

2) Perform VMD on the signal using the selected parameter values, and calculate the fitness
function values and pheromones of each black widow spider in the population. The pheromone is
an indicator that affects the updating of individual positions by influencing the courtship behavior of
black widow spiders, which is thoroughly explained in Section 2.4.

3) Update the individuals whose fitness function value is better than that in the previous iteration
to the new position (this step needs to be ignored in the first iteration), and find the individuals with
the optimal position.

4) Check if the upper limit of iterations is met. If this condition is met, the optimal individual
position is output as the optimal parameters, otherwise, the updated position of each black widow
spider is calculated according to formulas (12) and (14), and the iterative calculation is continued by
returning to steps 2) and 3).

5) Perform VMD on the signal to be denoised using the obtained optimal parameters K., and
ey to Obtain Ky, BLIMFs, i.e., blimf .

6) Calculate the Pearson correlation coefficient (P-CC) between each BLIMF and the signal to be
denoised, and find out the BLIMFs whose P-CCs are higher than the threshold, i.e., blimf,~blimf,.

7) Reinitialize the parameters of BWOA and set the fitness function to Fitness2. The names
and search ranges of WTD parameters to be selected are shown in Table 1. The search ranges are
determined based on experience in the relevant researches [13,31-34].

8) Perform WTD on blimf,~blimf, using the selected parameter values, obtain the denoised signal
through reconstruction, and then calculate the fitness function values and pheromones of each black
widow spider in the population.

9) Update the individuals whose fitness function value is better than that in the previous iteration
to the new position (this step needs to be ignored in the first iteration), and find the individuals with
the optimal position.

10) Check if the upper limit of iterations is met. If this condition is met, output the denoised
signal obtained through reconstruction as the final result, otherwise, the updated position of each
black widow spider is calculated according to formulas (12) and (14), and the iterative calculation is
continued by returning to steps 8) and 9).

When searching for the effective mode functions, the P-CC threshold [35] is computed using the
below equation:

_ max (r;)
"~ 10max(r) — 3
where r; is P-CC between the ith BLIMF and the signal to be denoised.

()
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Figure 2: The denoising process of the BVW algorithm

Table 1: The names and search ranges of WTD parameters

Parameter Search range

The wavelet basis function sym2~8, db2~8, coif1~5, biorl.1, biorl.1, bior2.2, bior3.1,
biord .4

The number of decomposition layers  3~8

The threshold function Hard threshold function, soft threshold function

The threshold algorithm sqtwolog, heursure, minimax, rigrsure

The threshold scale one, sln, min

2.2 Variational Mode Decomposition (VMD )

The underlying principle of VMD is to convert the problem into a variational problem and then
find its solution [36]. The following is an introduction to the basic principles of VMD based on relevant
research [30,37-40]. The signal undergoes VMD decomposition into various BLIMFs. To model the
nonstationarity and nonlinearity of the signal, the band-limited intrinsic mode components are defined
as amplitude modulation-frequency modulation harmonics [41], which may be written as



CMES, 2024, vol.141, no.1 193

. (1) = Ay (1) cos (¢ (1)) 2

where ¢, (¢) denotes the phase of the signal and is a function that does not decrease, i.e., its first-time
derivative ¢k/ ()>=0.k=1, 2,...,K and K indicates the preset quantity of BLIMFs. A4, () represents
the real-time amplitude and its envelope is a non-negative value. The real-time amplitude A4, (¢) and
real-time frequency w;, (¢) = qﬁk/ (7) vary at a slower rate compared to the phase ¢, (7).

To assess the bandwidth of every mode, VMD is formulated as a constrained variational problem,
and the constrained variational condition is [30,42]
2
] ()

ming, 1 (,,) IZfl 0, |:(8 () + %) * Uy (Z):| ek
5.0 = s (1)

where u; is BLIMF, w, is the center frequency, § (¢) represents the Dirac distribution, s (¢) is the signal
to be decomposed with the condition that the total of all BLIMFs equals the input signal [43], *
represents the convolution operation, and 9, represents the partial derivative of the function concerning
time ¢ [44].

Eq. (3) is a constrained variational problem. To address it and convert it into an unconstrained
one, the penalty factor « and the Lagrangian multiplier A are employed. The extended Lagrangian
K
L({u) (o) W) =a D

becomes
0, [(8 () + L) * Uy (t):| e k!
) Tt )

+ s @) =D w (1) +<A ORIOED I (z)> )
k=1 2 k=1

The alternating direction multiplier method [45,46] is employed to alternately update u;"', w*',
A" and solve for the “saddle point” of the above formula, that is, its best solution. The problem of
minimizing the value of u;*' can be represented by the following formula [47]:

[(8 (0 + / ) * Uy (t)] ek

NCEDY ,<t>+ﬁ

i

2

2

upeX

U™ = argmin Ia
2

)

2

The stated formula is reformed into a nonnegative frequency interval integration to obtain the
updated method of i;"' (w) and w}*', as follows:

$(@) - i () + 2 (‘”)
il _ i#l
U (@) = 1 4 20 (0 — w)’ ©
o = fo oOa) Auk (a))z‘ dw )
fo (a))‘ dw
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To effectively reconstruct the signal, the update of the Lagrangian multiplier is also done with this
formula:

@) = (@) + T [s (@) = > i <w>} ®)

The algorithm iterates repeatedly according to formulas (5)—(7) until meeting the convergence
requirement, and the termination criterion is provided as follows:

S i~ <e )
4

where A represents the Fourier transform, t is the noise tolerance [30], # is the number of iterations,
and ¢ is convergence tolerance [48]. Fig. 3 presents the implementation process of VMD.

Start

| Initialize {21} }, {@}}, A2, k=0, n=0 |

n=n+l |€

> =kt

Calculate the kth BLIMF @i*! (w) according to formula (6)

v

Calculate the center frequency wl*? of the kth BLIMF
according to formula (7)

o > [

No

Update the Lagrangian multiplier A"+ () according to formula (8) |

Is the convergence
condition met?

Figure 3: The implementation process of the VMD algorithm [37]

2.3 Wavelet Threshold Denoising (WTD)

WTD is a multi-scale method for signal analysis initially introduced by Donoho in 1995 [49,50],
which is built upon the wavelet transform. The wavelet transform performs well in the time-frequency
domain which has its foundation in the Fourier transform [51,52]. It resolves the issue where instanta-
neous time-domain variations are not represented in the frequency domain of the Fourier transform
[53]. So WTD has found widespread application, including in electrocardiogram signal denoising
[54], electromyography signal denoising [55], and image denoising [560]. In the WTD algorithm, the
superposition of several wavelet basis functions of distinct scales is used to represent the signal. After
wavelet decomposition, the approximation coefficients and the detail coefficients are acquired. One of
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their uses is to explain the association between the wavelet basis functions and the components with
different frequencies. The detail coefficients correspond to the noise contained in the components
with high frequencies. The detail coefficients are zeroed or shrank by a threshold function, and some
approximation coefficients are retained. In this way, noise is removed from the signal.

As shown in Fig. 4, WTD consists of three main steps [57,58]: (1) Wavelet decomposition of the
signal: Determine a wavelet basis function and an appropriate number of decomposition layers to
decompose the signal into corresponding wavelet coefficients (including approximation coefficients
and detail coefficients); (2) Wavelet coefficient threshold processing: Set an appropriate threshold
for each decomposition layer, assign zero to wavelet coefficients whose absolute values fall below
this threshold, and retain or shrink those with absolute values exceeding this threshold; (3) Signal
reconstruction: The quantized wavelet coefficients serve to reconstruct the signal via inverse wavelet
transform.

Determination —
of the wavelet "\PPmXJlfHaUOn
basis function coefficients

Signal to be Threshold [ ] Signal |, Denoised
denoised decomposition| processing | ~ |reconstruction signal
Determination of

the number of Detail

decomposition coefficients
layers

Figure 4: The schematic diagram of WTD

Fig. 5 presents the process of wavelet decomposition. In the figure, the number of decomposition
layers is 3, X(¢) is the signal to be denoised, and AC1 and DCI are the approximation coefficient and
detail coefficient of the first layer after X'(¢) decomposition, respectively. AC1 is decomposed to get the
approximation coefficient AC2 and detail coefficient DC2 at the second layer, and the decomposition
continues in this way until the specified number of decomposition layers is reached.

X(0)

AC1 DC1

AC2 DC2

h 4 4
AC3 DC3

Figure 5: The schematic diagram of the wavelet decomposition

The performance of wavelet thresholding denoising is mainly affected by the wavelet basis
function, the threshold algorithm, the threshold function, the threshold scale, and the number of
decomposition layers [59]. When using WTD, users usually select the above parameters based on
experience or trial and error, which restricts its application to a certain extent.
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2.4 Black Widow Optimization Algorithm (BWOA)

BWOA is an innovative metaheuristic optimization algorithm developed in 2020 by Pena-
Delgado et al. [60]. Its inspiration comes from the distinctive mating habits of black widow spiders
[60]. This algorithm simulates the various movement strategies of black widow spiders during courtship
and is characterized by simplicity, efficiency, quick convergence, and high precision [61]. Its inherent
principle is to randomly search and gradually optimize. It requires fewer population size and iteration
numbers to obtain the optimal solution, and well balances the diversification and intensification of
search space [62]. So it has been applied in fields such as economic load dispatch [62], improving
the precision of solar photovoltaic electrical model parameters [63], and predicting the plastic zones
of underground caverns [64], and has achieved good performance. The optimization of denoising
parameters for microseismic signals and the above applications are similar issues. So BWOA was
adopted in this research.

In BWOA, to ensure its global search capability, a population with N individuals is initialized as

[ X1 Xip ccc Xip |
Xy Xop ottt Xop
X X ot Xip

| Xyv1 Xno2 0 Xypd

where D is the number of dimensions of the problem to be addressed. The spider’s current position
(corresponding to a solution to the problem) is represented by each row of the candidate solution
matrix X. Thus, the current position of the /th individual can be expressed as

XIZ(UB_LB)'rand+LB=[xl,la X2y ¢ xl,D] (11)

where Uy and Ly denote the maximum and minimum limit vectors of the parameters to be searched,
respectively, and rand is a random variable within the bounds of 0 and 1.

There are two ways in which a black widow spider can move on the spider web: linear and spiral.
These two movements occur with different probabilities, and their mathematical model is shown below:

[X,(z+1)=X,,(t)—m-X,.(t), P<03

(12)
X, (t+1) =X, () —cos 2nB) - X, (), P> 0.3

where X, (z+1) and X, (¢) indicate the updated position and current position of the /th individual at
the (#41)th iteration, respectively, X, (¢) and X, (¢) represent the position of the optimal individual and
a randomly chosen individual from the previous iteration (r # [), respectively, m is a random value
ranging from 0.4 to 0.9, while g is a random value ranging from —1 to 1.

The courtship behavior of black widow spiders is greatly influenced by pheromones. Males are
able to sense high and low amounts of pheromones in the silk of females to determine how hungry
they are. The pheromones from satiated females are more readily sensed by male spiders because such
females have better fertility and can reduce the risk of male spiders being eaten by females. Pheromones
can be expressed as follows:

Fitness,,, — Fitness (I)

ph() =

Fitness,,,, — Fitness,

(13)
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where ph(/) denotes the pheromone value of the /th female spider and Fitness(/) denotes the fitness
function value of the /th female spider. For the minimization problem, Fitness,,,, and Fitness,,;, are the
poorest and best fitness function values, respectively.

Female spiders with pheromone values equal to or less than 0.3 are considered to be in a state of
starvation, and it is difficult for them to mate with males. Therefore, the positions of these individuals
are adjusted in accordance with the subsequent formula.

1
X, e+ D) =X,(0)— 5 X, (0 = (=1 X (1) (14)

where X, (f) and X, (¢) are the positions of two different individuals randomly chosen from the current
population and o is a randomly chosen natural number.

Setting a reasonable fitness function, i.e., the objective function, is the primary task when selecting
the values of parameters using BWOA. The complexity of the time series can be reflected using
the envelope entropy [65]. Following the decomposition of the signal via VMD, the BLIMF with
more noise has a higher complexity and lower self-similarity in the time series [06,67], resulting
in a higher envelope entropy. The BLIMF with less noise has stronger regularity, and its envelope
entropy is smaller [68]. When the envelope entropy reaches the minimum value, the best decomposition
performance of VMD has been achieved [69]. Therefore, we adopt the local minimum envelope entropy
as the fitness function for searching for the optimal values of K and «, which is denoted Fitness1. The
envelope entropy Ep of signal x(j) is given by

Ep=—2>plgp
(1s)
pi=a (i)/; a(j)

where a(j) is the envelope signal of signal x(j) obtained after the Hilbert transformation and p; is a(j)
after normalization.

Fitness1 = min (Ep;) (16)
where Ep, is the envelope entropy of each BLIMF obtained after decomposition using VMD.

While seeking the best values of WTD parameters using BWOA, the fitness function Fitness2 is
calculated using the following formula:

'NR,,,
Fitness2 = O.45S ~

+0.55R (17)

where SNR,,, is the SNR after denoising. R is P-CC between the denoised signal and the signal to be
denoised. SNR,,, is used to filter out noise as much as possible while preserving the effective signal,
while R is used to avoid results where the denoised signal has an ideal SNR but the denoised waveform
is not satisfactory. The value of R ranges from —1 to 1, so no normalization is required. Considering
that the SNR of the microseismic signals studied in this research is usually far less than 50, the SNR,,,
in the above formula is normalized by dividing it by 50. 0.45 and 0.55 are weights determined based
on experience, and their sum is 1.

3 Simulated Experiments

To validate the superiority of the BVW algorithm, we first perform denoising experiments
on simulated signals. A microseismic signal with weak noise is selected from microseismic signals
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monitored on-site, and the noise is filtered out as an original signal. The original signal is sampled
at 6000 Hz. Fig. 6 presents its waveform, and the spectrum and the time-frequency representation
(TFR) are presented in Fig. 7. In TFR, the time is on the x-axis and the frequency is on the y-axis,
while the different colors denote the amplitude corresponding to the time and frequency. Gaussian
white noise of a certain intensity was added to the original signal to synthesize the simulated signal.
The SNR of the simulated signal is 8§ dB, and the number of samples is 4000. Figs. 8 and 9 present the
waveform, the spectrum, and the TFR of the simulated signal. As shown in Figs. 7 and 9, the frequency
of the original signal is mainly in the range of 0~300 Hz. After adding white Gaussian noise, the noise
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frequency is distributed in the range of 0~1000 Hz.
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Figure 6: The waveform of the original signal
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Figure 9: The spectrum and TFR of the simulated signal

To examine the denoising capability of the BVW algorithm, the VMD and EMD algorithms were
introduced for comparison, and the SNR and RMSE were calculated. It should be noted that when the
VMD and EMD algorithms are used for denoising, the selection rules of the mode functions used for
reconstruction are the same as those of the BVW algorithm, that is, mode functions whose P-CC with
the original signal exceeding the threshold are selected for reconstruction. The threshold is calculated
according to formula (1).

SNR is defined as [9]
SNR =10 lg (Jsignal/anoisc) (18)
where 0, and o, represent the root mean square amplitudes of the signal and the noise,
respectively.

The definition of RMSE is

1 « ,
RMSE = N;[ﬁ,(z)—s(t)] (19)

where s(7) is the original signal and f;(¢) is the signal after denoising. The higher the SNR after
denoising, the less noise in the signal after denoising, and the superior the denoising performance.
The RMSE can measure the degree to which the signal after denoising deviates from the original
signal. A lower value means the denoised signal is nearer to the original, signifying superior denoising
performance.

When VMD is used to denoise the simulated signal, the penalty factor « is adopted as the default
value 2000 [27], and the quantity of BLIMFSs K is decided through the center frequency method [29,70].
When the simulated signal is decomposed into different numbers of BLIMFs, the center frequency of
each BLIMF is shown in Table 2. When the number of BLIMFs is 15, the center frequencies of the last
two BLIMFs are 2662 and 2849 Hz, respectively, which are too close to each other, and the possibility
of mode mixing is higher, so setting the quantity of BLIMFs to 14 is more suitable.

When using the BVW algorithm to denoise the simulated signal, the variations in fitness function
values during the BWOA search for the best values of VMD parameters and WTD parameters are
presented in Fig. 10. The best values of VMD parameters and WTD parameters were obtained at the
4th and 7th iteration, respectively, which indicates that BWOA needs only a few iterations to obtain
the optimal solution, confirming the excellent performance of BWOA.
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Table 2: The center frequencies corresponding to different numbers of BLIMFs

K Dominant frequency (Hz)
W, W w3 Wy ws W Wy Wy Wy Wy Wy Wy W3 Wy W5 Wi
2 114 1498
3 114 986 2000
4 114 728 1502 2255
5 114 545 1206 1804 2405
6 114 416 999 1510 2012 2506
7 114 330 858 1303 1728 2162 2581
8 114 275 757 1146 1521 1898 2275 2642
9 114 237 673 1022 1364 1696 2030 2363 2691

10 114 211 604 923 1239 1534 1834 2140 2431 2729
11 114 193 549 851 1134 1410 1682 1954 2224 2491 2760
12 114 180 506 793 1047 1302 1547 1797 2050 2301 2542 2787
13 114 170 471 743 972 1214 1445 1676 1904 2137 2364 2587 2810
14 114 162 442 700 911 1138 1352 1561 1773 1994 2206 2416 2627 2831
15 114 156 419 663 864 1071 1275 1474 1676 1871 2071 2270 2462 2662 2849
16 114 151 401 631 824 1011 1206 1393 1575 1759 1954 2144 2328 2506 2693 2864
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Figure 10: (a) The variation of Fitness1 value with the number of iterations in search of the best values
of VMD parameters, (b) the variation of Fitness2 value with the number of iterations in search of the
best values of WTD parameters

After denoising the simulated signal with the BVW, VMD, and EMD algorithms, the waveforms
are presented in Fig. 11. Additionally, Fig. 12 displays the spectra and TFRs of the denoised signal.
Obviously, after denoising with BVW, its waveform is the smoothest, and the attenuation of signal
amplitude is reasonable, as it is the closest to the original signal. According to Fig. 11, it can be found
that BVW is the most effective in filtering noise for the simulated signal, followed by VMD, with
EMD being the least efficient. Fig. 12 further confirms this. Fig. 12a demonstrates that after using



CMES, 2024, vol.141, no.1 201

BVW to denoise the simulated signal, there is minimal residual noise. Meanwhile, Fig. 12b shows that
after denoising using VMD, there is still residual noise with frequency ranging from 0 to 400 Hz that
has not been filtered out. Additionally, Fig. 12c shows that after denoising using EMD, there is still
residual noise with frequency ranging from 0 to 500 Hz that has not been filtered out.
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Figure 11: (a) The signal’s waveform after denoising with BVW, (b) the signal’s waveform after
denoising with VMD, (¢) the signal’s waveform after denoising with EMD

The SNR and the RMSE of the signals after denoising by the three algorithms were calculated
which are displayed in Table 3. According to the table, the SNR of the simulated signal is 8 dB, the SNR
increases to 14.53 dB and the RMSE is 2.41 x 107" after denoising using EMD. The SNR increases
to 15.90 dB and the RMSE is 1.96 x 1077 after denoising using VMD. After denoising using BVW,
the SNR increased to 35.53 dB and the RMSE was 1.55 x 1077. The evaluation indicators values after
denoising using BVW are the most excellent.
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Figure 12: (a) The signal’s spectrum and TFR after denoising with BVW, (b) the signal’s spectrum and
TFR after denoising with VMD, (c) the signal’s spectrum and TFR after denoising with EMD

In summary, BVW benefits from better values of VMD parameters and WTD parameters, which
can further filter low- and intermediate-frequency noise in the signal. In addition, the waveform after
denoising using BVW is closer to the original signal, its SNR is higher, and its RMSE is lower.
Therefore, BVW achieved the best denoising performance.

To further illustrate the effectiveness of the BVW algorithm, simulated signals with different SNRs
were synthesized by adding Gaussian white noise with different intensities to the above original signal,
which means that only the Gaussian noise magnitude was changed without changing the original
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signal. The previously mentioned three algorithms were utilized to denoise the above-simulated signals
and the SNR and RMSE after denoising are calculated, as displayed in Table 3 and Fig. 13. The BVW
algorithm can obtain a higher SNR and a lower RMSE under the noise of different intensities, and
the denoising performance is greatly superior to that of VMD and EMD.

Table 3: The evaluation indicators values of the signals with different SNRs after denoising using
different algorithms

SNR before BVW VMD EMD
denoising (dB) gNR after RMSE  SNR after RMSE  SNR after RMSE
denoising (dB) denoising (dB) denoising (dB)
4 30.66 1.74E-07 11.66 2.82E-07 9.25 3.80E-07
6 27.96 1.73E-07 12.60 2.43E-07 10.51 3.07E-07
8 35.53 1.55E-07 15.90 1.96E-07 14.53 2.41E-07
10 33.70 8.81E-08 19.39 1.88E-07 17.94 2.28E-07
12 33.15 6.44E-08 20.48 1.83E-07 18.40 2.14E-07
14 37.39 1.32E-07 22.96 1.76E-07 21.71 2.01E-07
16 39.87 1.07E-07 23.08 1.70E-07 22.17 1.90E-07
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Figure 13: The evaluation indicators values of the signals with various SNRs after denoising through
various algorithms

4 Case Study

To validate the applicability of the BVW algorithm to microseismic signals monitored on-site,
microseismic signals from Fankou Lead-Zinc Mine were denoised. As shown in Fig. 14, the position
of Fankou Lead-Zinc Mine is in Shaoguan City, South China. The mine is an underground metal mine
famous for using the vertical crater retreat mining method to extract ore, and the minimum mining
level is more than 850 m from the surface. To prevent ground pressure disasters, Fankou Lead-Zinc
Mine installed the microseismic monitoring system from the Institute of Mine Seismology at the end
of 2016. As shown in Fig. 15, the system consists of 26 uniaxial geophones and 6 triaxial geophones,
which are installed at 5 different levels [2].
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Figure 14: The schematic diagrams of mine location: (a) The location of Fankou Lead-Zinc Mine in
China, (b) the main shaft of the mine, (c) the location of the mine in Guangdong province
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Figure 15: The development system and microseismic monitoring system of the mine
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Three relatively typical microseismic signals (XMS1, XMS2, and XMS3) with different intensities
of noise were selected randomly from microseismic signals monitored on-site to verify the universality
of the algorithm. The sampling frequencies of the microseismic signals monitored on site are 6000 Hz,
and their SNRs are 8.56, 12.80, and 15.13 dB, respectively. The numbers of samples are 3500, 2500,
and 6000, respectively. These three signals were denoised using the BVW, VMD, and EMD algorithms.

The waveforms of XMSI1 pre- and post-denoising are presented in Fig. 16. Additionally, Fig. 17
displays the spectra and TFRs of XMSI1 pre- and post-denoising. Fig. 17a demonstrates that the
frequency of the noise is primarily in the range of 0~200 Hz, and there is also distribution in
300~500 Hz and 700~800 Hz. Fig. 17b indicates that the denoising with BVW is more efficient
with less residual noise. Conversely, after denoising with VMD, Fig. 17c still exhibits residual noise
within the ranges of 100~200 Hz and 400~500 Hz. Similarly, after denoising with EMD, Fig. 17d
also presents residual noise within the ranges of 400~500 Hz and 700~800 Hz.
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Figure 16: (Continued)
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Figure 16: (a) The waveform of XMSI, (b) the waveform of the signal after XMS1 denoised using the
BVW algorithm, (c) the waveform of the signal after XMS1 denoised using the VMD algorithm, (d)
the waveform of the signal after XMS1 denoised using the EMD algorithm

The waveforms of XMS2 pre- and post-denoising are presented in Fig. 18. Additionally, Fig. 19
displays the spectra and TFRs of XMS2 before and after denoising. Fig. 19a reflects that the noise
frequency is primarily within the 0~500 Hz range. After denoising with BVW, there is very little
residual noise, which can be seen in Fig. 19b. Conversely, after denoising with VMD, Fig. 19¢ still
exhibits residual noise within the ranges of 100~300 Hz. Similarly, after denoising with EMD, Fig. 19d
also presents residual noise within the ranges of 300~500 Hz. So the denoising with BVW is more
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Figure 18: (a) The waveform of XMS2, (b) the waveform of the signal after XMS2 denoised using the
BVW algorithm, (c¢) the waveform of the signal after XMS2 denoised using the VMD algorithm, (d)
the waveform of the signal after XMS2 denoised using the EMD algorithm
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Figure 19: (a) The spectrum and TFR of XMS2, (b) the spectrum and TFR of the signal after XMS2
denoised using the BVW algorithm, (c) the spectrum and TFR of the signal after XMS2 denoised
using the VMD algorithm, (d) the spectrum and TFR of the signal after XMS2 denoised using the
EMD algorithm
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The waveforms of XMS3 pre- the noise is primarily inand post-denoising are presented in Fig. 20.
Additionally, Fig. 21 displays the spectra and TFRs of XMS3 pre- and post-denoising. Fig. 21a
demonstrates that the noise frequency is primarily within the 0~500 Hz range. After denoising with
BVW, there is very little residual noise, which can be seen in Fig. 21b. However, after using VMD for
denoising, there is a large amount of residual noise with frequencies ranging from 0~300 Hz, which
can be seen in Fig. 21c. Similarly, after denoising with EMD, Fig. 21d also presents residual noise
within the ranges of 100~400 Hz. Obviously, the denoising with BVW is more efficient.

The SNRs of XMS1, XMS2, and XMS3 before and after denoising were calculated and shown in
Table 4. The improvement rates of the SNRs after denoising compared to the SNRs before denoising
have also been calculated and presented. The table shows that after denoising with BVW, VMD, and
EMD, the SNR has been improved, but the improvement with BVW denoising is more significant
because its improvement rate is the largest. This also confirms the conclusion that the denoising with
BVW is more efficient.
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Figure 20: (a) The waveform of XMS3, (b) the waveform of the signal after XMS3 denoised using the
BVW algorithm, (c) the waveform of the signal after XMS3 denoised using the VMD algorithm, (d)
the waveform of the signal after XMS3 denoised using the EMD algorithm
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Figure 21: (a) The spectrum and TFR of XMS3, (b) the spectrum and TFR of the signal after XMS3
denoised using the BVW algorithm, (c) the spectrum and TFR of the signal after XMS3 denoised
using the VMD algorithm, (d) the spectrum and TFR of the signal after XMS3 denoised using the
EMD algorithm
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Table 4: SNRs of the microseismic signals monitored on-site before and after denoising

The microseismic ~ SNR before SNR after SNR after SNR after

signals monitored denoising (dB)  denoising using denoising using denoising using

on-site BVW (dB) | VMD (dB) | EMD (dB) |
Improvement rate  Improvement rate  Improvement rate

XMSI1 8.56 18.26 | 113% 13.64 | 59% 12.57147%

XMS2 12.80 25.01195% 14.00 | 9% 13.38 | 5%

XMS3 15.13 26.80 | 77% 18.68 | 23% 17.99 1 19%

5 Superiority and Limitations

The BVW algorithm presented in this research integrates the VMD algorithm, thereby avoiding
the issues with mode mixing and the deficiency of a solid mathematical theoretical foundation
commonly found in EMD and its improved methods. Additionally, the BVW algorithm utilizes
BWOA to find the best VMD parameter values, resulting in superior decomposition performance and
enhanced usability of VMD. Furthermore, in the BVW algorithm, the best values of WTD parameters
are acquired through searching with BWOA. That solved the problem of relying on experience for
parameter value selection and requiring a large workload in the application of the WTD algorithm,
which greatly improved the usability and efficiency of WTD.

However, there are some limitations to the algorithm. When using the BVW algorithm to denoise
common microseismic signals in mines on a laptop computer equipped with an Intel Core 178500U
CPU, the time consumed is less than 3 min. But for more complex signals, it may require a workstation
with stronger computing power to complete the denoising quickly. In addition, when BWOA is used
for optimization to obtain the best values of WTD parameters, the weights in the fitness function
formula, i.e., 0.45 and 0.55, are determined based on experience, potentially limiting the applicability
of the algorithm. The authors intend to address these issues in their subsequent research.

6 Conclusions

A new algorithm called BVW is presented for denoising microseismic signals in this research.
The BVW algorithm utilizes VMD to decompose microseismic signals and then uses WTD to filter
out the residual low- and intermediate-frequency noise in the effective mode functions. Finally, the
denoised microseismic signal is acquired through reconstruction. The values of VMD parameters (the
number of BLIMFs K and penalty factor ) and WTD parameters are selected using BWOA to achieve
optimal decomposition performance and reduce the workload of searching for the optimal values. By
comparing it with VMD and EMD in the simulated experiments and the case based on the Fankou
Lead-Zinc Mine, the superiority of the BVW algorithm was verified. For the simulated signals with
different intensities of noise, the BVW algorithm is the most efficient in filtering noise, the waveform
after denoising is the smoothest, and the attenuation of signal amplitude is reasonable, as it is the
closest to the original signal, indicating the best denoising performance. Moreover, the BVW algorithm
can obtain a higher SNR and a lower RMSE after denoising, and the denoising performance is greatly
superior to that of VMD and EMD. For the microseismic signals with different intensities of noise
monitored on-site, compared with VMD and EMD, the BVW algorithm is more efficient in filtering
noise, and the SNR after denoising is higher.
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