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ABSTRACT

The emergence of various technologies such as terahertz communications, Reconfigurable Intelligent Surfaces
(RIS), and AI-powered communication services will burden network operators with rising infrastructure costs.
Recently, the Open Radio Access Network (O-RAN) has been introduced as a solution for growing financial
and operational burdens in Beyond 5G (B5G) and 6G networks. O-RAN promotes openness and intelligence to
overcome the limitations of traditional RANs. By disaggregating conventional Base Band Units (BBUs) into O-RAN
Distributed Units (O-DU) and O-RAN Centralized Units (O-CU), O-RAN offers greater flexibility for upgrades
and network automation. However, this openness introduces new security challenges compared to traditional
RANs. Many existing studies overlook these security requirements of the O-RAN networks. To gain deeper insights
into the O-RAN system and security, this paper first provides an overview of the general O-RAN architecture and
its diverse use cases relevant to B5G and 6G applications. We then delve into specifications of O-RAN security
threats and requirements, aiming to mitigate security vulnerabilities effectively. By providing a comprehensive
understanding of O-RAN architecture, use cases, and security considerations, this work serves as a valuable resource
for future research in O-RAN and its security.
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1 Introduction

With next-generation wireless systems built on a variety of heterogeneous technologies such as
terahertz communications, Reconfigurable Intelligent Surface (RIS), and AI-based communications
(e.g., Machine Learning (ML) and Deep Learning (DL)), cellular networks are becoming more com-
plex [1–3]. This will increase operational costs and capital for the network operators since operators
need to consistently perform upgrading and maintaining their infrastructure. As a result, network
operators will face growing financial and operational burdens, necessitating ongoing investments in
infrastructure upgrades and maintenance to stay aligned with evolving market trends, technological
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advancements, and customer demands. To meet the aforementioned requirements, Open Radio Access
Networks (O-RAN) has emerged as a solution [4,5].

O-RAN has been considered one of the most promising technologies for Beyond 5G (B5G)
and 6G systems. Unlike conventional RAN systems, which are far from open, O-RAN advocates
for openness and intelligence to address the limitations of existing RAN networks [6,7]. O-RAN
deployments rely on a framework of disaggregated and software-based components, all interconnected
via open interfaces. The process of disaggregation and virtualization empowers flexible deployments
and enhances the network’s resilience and reconfigurability [8].

Fig. 1 shows the comparison of O-RAN and traditional RAN architecture. In the O-RAN system,
the traditional Based Band Unit (BBU) is split into a Distributed Unit (DU) and a Centralized Unit
(CU). O-RAN architecture consists of multiple components, i.e., Radio Unit (RU), DU, CU, and RAN
Intelligence Controller (RIC) [9]. RU, DU, and CU are called O-RAN Radio Unit (O-RU), O-RAN
Distributed Unit (O-DU), and O-RAN Centralized Unit (O-CU) in O-RAN specifications [10]. The
benefits of using O-RAN architecture are listed as follows: (1) The unification of the software-enabled
architecture makes the network more suitable for future communication, (2) Splitting BBU into DUs
and CUs makes the deployment flexible for updates and installation, (3) The plug-and-play feature
of O-RAN, coupled with various promising techniques, is anticipated to lower maintenance costs, (4)
It is possible to establish a higher level of automation within the network, (5) Open and interoperable
interfaces enable operators to integrate network equipment from various vendors, thereby expanding
the RAN ecosystem to include smaller vendors [8,11–13].
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Figure 1: Comparison of O-RAN architecture with traditional RAN

To maximize the advantages of O-RAN, this paper investigates the diverse array of use cases
specified by the O-RAN Alliance, exploring their backgrounds, goals, and entities that consist of the
use case. By elucidating these use cases, we aim to provide valuable insights into the transformative
potential of O-RAN technology and its role in shaping the future mobile internet.

This paper investigated several previous studies that operate the optimization process in the O-
RAN system. A summary of recent studies related to O-RAN is shown in Table 1. Authors in [14]
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proposed an O-RANFed framework for implementing and optimizing federated learning on O-RAN
devices to facilitate 5G network slicing. They handle the non-convex formulated problem by successive
convex approximation (SCA). Authors in [15] introduced a hierarchical RAN slicing framework that
utilizes Deep Reinforcement Learning (DRL) for resource allocation. This framework operates on two
slices: communication and computation slices. The first slice focuses on assigning network resources to
the user, while the second slice manages allocating computational resources for those devices. Authors
in [16] designed a federated DRL framework to manage the interplay between multiple Extended
Applications (xApps) within the O-RAN architecture for network slicing. This framework focuses
on two key xAPPs: power and resource allocation for network slices. By employing a model generated
by federated learning to accommodate these xApps, the approach aims to improve training efficiency
and achieve better system performance. Authors in [17] formulated the problem of jointly optimizing
wireless link scheduling, service-to-slice mapping, and physical data center resource allocation for
network slices. The goal is to solve a mixed-integer optimization problem, prioritizing maximizing
energy efficiency while minimizing both power consumption and physical resource costs. The authors
decomposed the optimization problem, solving each subproblem with heuristic algorithms.

Table 1: Summary of prior research on O-RAN applications

Application Reference Description

Network slicing [14] Proposed an O-RANFed, for implementing federated learning
model on devices within O-RAN to facilitate 5G network slicing

[15] Introduced a hierarchical RAN slicing framework that utilizes
DRL for resource allocation

[16] Designed a federated DRL framework to manage the interplay
between multiple xAPPs within the O-RAN architecture for
network slicing

[17] formulated the problem of jointly optimizing wireless link
scheduling, service-to-slice mapping, and physical data center
resource allocation for network slices

Resource allocation [18] Proposed a RL-based resource management method that
optimizes service latency

[19] Designed a two-stage resource management algorithm
[20] Formulated CNF deployment and resource management

problem
[21] Proposed a DRL approach that utilizes a self-play mechanism

to handle the problem of assigning resources between RUs and
DUs

[22] Introduced SAS method which is aimed at providing user
services

Scheduling [23] Modeled connection scheduling as a graph optimization
problem and proposed a DRL-based solution that leverages
GNN

[24] Proposed a team learning algorithm to facilitate improved
coordination between xApps within the network

(Continued)
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Table 1 (continued)

Application Reference Description

[25] Proposed a SA2C-EADDUS which integrates two actor-critic
agents

Traffic steering [26] Proposed a novel traffic steering xApp that leverages DRL for
optimal user-level mobility control

[27] Designed a JIFDR framework to address scenarios with
unknown and dynamic traffic demands

[28] Proposed the method for radio access technology (RAT)
allocation that leverages federated meta-learning

[29] Leveraged SCA method to optimize throughput and latency

Authors in [18] formulated the resource management problem considering communication,
computation, and cache model. To address service latency arising from Near-RT RIC and non-RT
RIC interactions, the authors recast the optimization problem as a Markov decision process (MDP)
and proposed a reinforcement learning (RL)-based resource allocation scheme that minimizes this
latency. Authors in [19] designed a two-stage resource allocation scheme. The formulated problem
is simplified and reformulated in the first step. It aims to establish both lower/upper limits of the
number of activated Virtual Network Functions (VNFs). They leveraged the Karush-Kuhn-Tucker
(KKT) conditions and Lagrangian function to determine the optimal allocation of transmit power and
Physical Resource Blocks (PRBs). In the second stage, the O-RU association problem is transformed
into a knapsack problem, efficiently solved using a greedy algorithm. Authors in [20] formulated a
Cloud Network Function (CNF) deployment and resource management problem within an O-RAN
enabled LTE/5G network through a mathematical model. This model prioritizes minimizing end-to-
end data plane delays. To achieve an efficient solution, the authors propose a gradient-based approach.
Authors in [21] modeled the problem of assigning resources between O-RUs and O-DUs as a bin-
packing problem. They proposed a DRL approach that utilizes a self-play mechanism to achieve
efficient resource management. Authors in [22] introduced the Service Allocation Scheduling (SAS)
method aimed at providing user services. The authors formulated several objectives with multiple
constraint problems to enhance service level guarantees for users. A graph-based approach is proposed
to achieve optimal service allocation, maximizing the network capacity.

Authors in [23] modeled connection scheduling as a graph optimization problem. To achieve
optimal user-cell association, they proposed a DRL-based solution that leverages the graph structure
to train Graph Neural Network (GNN). This approach considers three key objectives: maximizing
throughput, ensuring network coverage, and balancing the network load/traffic. Authors in [24]
addressed the challenge of managing conflicts between different xApps. They presented a team
learning-based method to facilitate improved coordination between xApps within the network,
ultimately enhancing overall performance. Authors in [25] proposed a SA2C-EADDUS (Soft Actor-
Critic Energy-Aware Dynamic DU Selection) method. The proposed algorithm utilizes two A2C
agents. The first prioritizes radio RB allocation to the user based on packet type and priority. The
second agent focuses on network Energy Consumption (EC) by optimizing power, resource capacity,
and propagation delay across the O-DUs.
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Authors in [26] proposed a novel traffic steering xApp that leverages DRL for optimal user-
level mobility control. Proposed techniques enable the xApp to choose the optimal cell for each
user. Authors in [27] designed a JIFDR framework (Joint Intelligent Traffic Prediction, Flow-Split
Distribution, Dynamic User Association, and Radio Resource Management) to address scenarios
with unknown and dynamic traffic demands. This framework tackles the complex optimization
problem by decomposing it into long-term subproblems and short-term subproblems. The solution
to the short-term problem relies on the solution for the long-term subproblem. To address this
dependency, the authors leverage LSTM (Long Short-Term Memory) to efficiently handle the long-
term problem, informing the short-term solution. Authors in [28] proposed a radio access technology
(RAT) allocation method that leverages federated meta-learning. This approach empowers RICs to
adapt more swiftly to dynamic environmental changes. Authors in [29] formulated the problem that
achieves two key objectives: maximizing the weighted sum of enhanced Mobile Broadband (eMBB)
throughput and minimizing the worst-user Ultra-Reliable Low-Latency Communication (URLLC)
latency. This problem considers Quality-of-Service (QoS) requirements, orthogonality constraints,
power limitations, and limited fronthaul capacity. The authors leveraged the SCA method to solve
the formulated mixed integer nonlinear problem.

However, the above works do not consider the security requirements of the O-RAN system.
Moreover, since O-RAN architecture differs significantly from traditional RAN setups, it inherently
introduces new security challenges. Therefore, this paper investigates the specifications of O-RAN
security threats and security requirements and discusses O-RAN security, aiming to address and
mitigate the challenges effectively. Through these insights, we aim to establish a comprehensive
guideline that not only addresses current security concerns but also anticipates and prepares for the
evolving landscape of future mobile internet technologies. The main contributions are summarized as
follows:

• This paper provides an overview of general O-RAN architecture and use case specifications that
can be applied or extended in future B5G and 6G.

• This paper aims to create a comprehensive guideline for future work by providing O-RAN
security threats, requirements, and discussions.

The rest of this paper is organized as follows. Section 2 provides brief overview on O-RAN
architecture. Section 3 provides use cases of O-RAN. Then, Section 4 presents O-RAN security
threats against O-RAN components. Security requirements of O-RAN components are described
in Section 5, and Section 6 provides discussions on O-RAN security. The conclusion is shown in
Section 7.

2 Architecture of O-RAN

Fig. 2 shows the high-level architecture of O-RAN. The main components of the O-RAN system
include O-Cloud, RIC, O-CU, O-DU, and O-RU, R1, A1, O1, O2, E2, and O-RAN Fronthaul (O-FH),
and Service Management and Orchestration (SMO).

2.1 O-Cloud
O-Cloud is a cloud computing platform comprising O-RAN functions and physical infrastructure.

It focuses on creating an open and standardized cloud-native infrastructure for deploying and
managing VNFs and CNFs. O-Cloud enables greater flexibility, scalability, and efficiency in deploying
and managing network services by leveraging cloud computing principles.
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Figure 2: High-level architecture of O-RAN

2.2 RIC
RIC is a key element that executes resource allocation by leveraging data gathered from both the

network and end users. RIC is split into Non-Real-Time RIC (Non-RT RIC) and Near-Real-Time
(Near-RT RIC).

• Non-RT RIC: Non-RT RIC is integrated within SMO. It is specifically designed to optimize and
manage RAN resources and AI/ML workflows that do not necessitate immediate, real-time
responsiveness. Non-RT RIC also supports the execution of the Non-RT RIC Applications
(rApps) [8].

• Near-RT RIC: Residing at the network edge or regional clouds, the Near-RT RIC leverages
the E2 interface for data collection. This data is used for optimization and control of RAN
resources. Near-RT RIC also supports xApps.

2.3 O-CU
O-RAN splits O-CU into two parts, i.e., O-CU Control Plane (CP) and O-CU User Plane (UP).

While O-CU-CP hosts the Radio Resource Control (RRC) layer and the CP part of the Packet Data
Convergence Protocol (PDCP) protocol, O-CU-UP hosts the UP part of the PDCP protocol and the
Service Data Adaptation Protocol (SDAP) protocol [8,30].

2.4 O-DU
O-DU is typically physically positioned in proximity to the RU and hosts Radio Link Control

(RLC) layer, Medium Access Control (MAC) layer, and high physical layers.

2.5 O-RU
O-RU, which has a physical layer, is equipped with antennas and is responsible for processing

signals such as transmitting, receiving, digitizing, and amplifying [9]. O-RU is connected to the SMO
through the O-FH M-plane and users through radio interfaces.
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2.6 R1
rApps utilize the R1 interface to access Non-RT RIC framework [31]. It provides policy-based

guidance, data analysis results, AI/ML-based models, and data for optimization.

2.7 A1
A1 interface acts as a bridge for communication between the Non-RT RIC and Near-RT RIC,

facilitating AI/ML workflow and the data transmission from both internal and external O-RAN
sources to the SMO framework.

2.8 O1
O1 interface connects the SMO to all O-RAN components, facilitating management for Fault,

Configuration, Accounting, Performance, Security (FCAPS), software, and files.

2.9 O2
O2 connects SMO and O-Cloud to support additional computation. The goal of the O2 interface

is to guarantee reliable communication between the SMO and the O-Cloud.

2.10 E2
E2 connects Near-RT RIC and the E2 Nodes, i.e., O-DUs, O-CU-CPs, O-CU-UPs [32]. The objec-

tive of the E2 interface is to enhance the performance of E2 nodes and their resource consumption.

2.11 O-FH
O-FH includes the O-FH Management plane (O-FH M-Plane) and O-FH UP, CP, Synchroniza-

tion Plane (O-FH CUS-Plane) [33].

• O-FH M-Plane: O-FH M-Plane enables the management of O-RU resources, encompassing
tasks such as signal maintenance and monitoring. This interface serves two key functions:
performance reporting and initialization/configuration of operating parameters [31].

• O-FH CUS-Plane: O-FH CUS-Plane transmits control signals and user data and achieves
synchronization between multiple equipment.

2.12 SMO
SMO, which manages the RAN domain and oversees the network function’s lifecycle manage-

ment, is a main component of the O-RAN architecture. SMO consists of Non-RT RIC and manages
Near-RT RIC, O-CU-CP, O-CU-UP, and O-DU through the O1, O-RU through the O-FH M-
Plane [34].

3 O-RAN Use Cases

In this section, we investigate O-RAN use cases specified in O-RAN Alliance specifications:
dynamic handover management for Vehicle-to-Everything (V2X) communication, flight path-based
dynamic Unmanned Aerial Vehicles (UAV) radio resource allocation, traffic steering, massive Multiple
Input, Multiple Output (MIMO) Grid of Beam (GoB) beamforming optimization, dynamic spectrum
sharing, and energy saving [35,36]. These use cases can be applied and extended in B5G and 6G
networks.
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3.1 Dynamic Handover Management for V2X Communication
3.1.1 Background and Goal of Use Case

V2X communication offers various potentials such as enhanced road safety, emissions reduction,
and time savings [37,38]. However, due to vehicles’ high speed and the diverse natural environment,
frequent handovers of V2X users can occur, leading to suboptimal handover optimization and
anomalies. These inefficient handover operations can significantly degrade the performance of V2X
applications. Since the xNBs control handover through the Neighbour Relation Tables (NRTs), there
is limited opportunity for user-level customization [35]. This use case enables customizing handover
operations based on past navigation and radio data to address problematic handovers for V2X
applications. Fig. 3 shows the role of O-RAN components.
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Figure 3: Handover management by O-RAN components

3.1.2 Entities Involved in Use Case

• Non-RT RIC: Non-RT RIC collects essential performance, configuration, and other data to
train AI/ML models used in the Near-RT RIC. These models are used to identify traffic
scenarios and radio conditions. Moreover, Non-RT RIC transmits intents, policies, and non-
RAN data to the Near-RT RIC to enhance the performance of decision-making capabilities.

• Near-RT RIC: Near-RT RIC updates AI/ML models, interprets intents, and executes policies
received from the Non-RT RIC. Additionally, it transmits configuration parameters to RAN.

• RAN: RAN collects data gathered by the SMO data collector through the O1 interface
and supports near-real-time optimization of handover parameters through the E2 interface.
To optimize V2X handovers in real time, the RAN reports essential performance metrics,
configuration details, and other relevant data to the Near-RT RIC over the E2 interface.

• V2X Application Server: The V2X application server collects data from V2X users and supports
the transmission of real-time traffic data to non-RT RIC.
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3.2 Flight Path-Based Dynamic UAV Radio Resource Allocation
3.2.1 Background and Goal of Use Case

The field trial findings indicate that UAVs can offer reliable services to terrestrial users through
larger coverage [39]. However, as UAVs fly above, they often fall outside the main lobe of ground sta-
tion antennas, resulting in scattered cell associations [40,41]. This causes a fragmented cell association
pattern, especially at heights exceeding 300 m, posing challenges like signal strength drops and uplink
interference. To address these issues and enhance drone mobility and user experience, there is a need
for dynamic UAV resource allocation based on the UAV flight paths. Fig. 4 shows the role of O-RAN
components in handling dynamic UAV radio resource allocation.
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Figure 4: Dynamic UAV radio resource allocation by O-RAN components

3.2.2 Entities Involved in Use Case

• Non-RT RIC: Non-RT RIC trains AI/ML models to support UAVs. These models are used to
autonomously manage uplink/downlink interference from/to UAVs and predict available radio
resources for UAVs. In addition, policies and intents are sent to the Near-RT RIC to support
the O-RAN.

• Near-RT RIC: Near-RT RIC manages AI/ML models, interprets intents, and executes policies
received from the Non-RT RIC to support UAVs. Near-RT RIC leverages AI/ML models
to perform on-demand radio resource allocation for UAVs, considering wireless channel
conditions, UAV flight paths, and other application-specific information. It also reports UAV
performance evaluation to Non-RT RIC.

• RAN: RAN collects data about user performance via the O1 interface and optimizes radio
resources in non-real-time.

• Application Server: The application server provides information about UAVs’ past flight path.
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3.3 Traffic Steering
3.3.1 Background and Goal of Use Case

Commercial networks face challenges in managing traffic due to huge traffic and the use of
multiple frequency bands. Additionally, multi-access systems require traffic switching based on radio
conditions, application needs, and performance demands. Splitting traffic across different frequency
bands and access technologies at the same time can be difficult [42,43]. Current Radio Resource Man-
agement (RRM) solutions are limited, relying primarily on cell reselection and handover adjustments.
They are also cell-centric, making them less adaptable to diverse scenarios. To address these limitations,
this use case aims to empower operators with flexible policy configuration and AI/ML models for
intelligent and proactive traffic steering. Fig. 5 shows the role of O-RAN components in handling
traffic steering optimization.
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3.3.2 Entities Involved in Use Case

• Non-RT RIC: Non-RT RIC transmits policies to the Near-RT RIC and parameters for traffic
steering to the RAN.

• Near-RT RIC: Near-RT RIC interprets the policies from Non-RT RIC.

• E2 Nodes: E2 Nodes collect data via the O1 interface.

3.4 Massive MIMO GoB Beamforming Optimization
3.4.1 Background and Goal of Use Case

Massive MIMO is one of the key technologies for 5G, which leverages its multi-antenna capa-
bilities to provide diversity and improve capacity by directing high-gain beams toward users [44]. It
can also improve the received signal power and spatially filter interference. Massive MIMO systems
utilize a Grid of Beams (GoB) to facilitate beamforming for control channels during initial access
[45]. In order to obtain optimal beamforming and resource allocation, the algorithm has to consider a
multi-cell environment instead of a single cell. Additionally, the vast number of adjustable parameters,
such as the number of beams, beam widths, azimuth, and elevation range, make it difficult for manual
configuration to achieve optimal performance [46,47]. Current solutions struggle with issues such as
high interference, unbalanced traffic, and poor performance at cell edges.
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This use case proposes a solution that allows operators to configure mMIMO systems more
flexibly. This will be achieved through policies and machine learning techniques, enabling operators
to define specific objectives and optimize performance accordingly. Fig. 6 shows the role of O-RAN
components in optimizing beamforming configuration.
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3.4.2 Entities Involved in Use Case

• Non-RT RIC: Non-RT RIC gathers data such as user mobility information to train AI/ML
models that optimize massive MIMO parameters. Leveraging the trained AI/ML model, the
Non-RT RIC infers user and traffic distribution across multiple cells. This information predicts
the optimal configuration of massive MIMO parameters, aligning with the operator’s global
optimization goals.

• SMO: SMO continuously monitors cell performance, and if the optimization constraints are
not met, a fallback procedure can be initiated. Additionally, the SMO triggers the Non-RT RIC
to retrain its AI/ML model, incorporating new data analytics for further optimization.

• E2 Nodes: E2 Nodes collect and report key performance indicators (KPIs) to both the SMO
and the Near-RT RIC. These KPIs encompass user activity, traffic load, coverage, QoS per
beam/area, handover statistics, and beam/resource utilization. Additionally, E2 Nodes apply
beam management strategies based on configurations received from the SMO and the Near-
RT RIC.

3.5 Dynamic Spectrum Sharing
3.5.1 Background and Goal of Use Case

Spectrum allocation is a crucial aspect of 5G deployment, with operators facing diverse situations
[48]. While new C-band (3–6 GHz) and mmWave bands offer high capacity, their coverage suffers due
to propagation and penetration limitations. A cost-effective solution is to deploy 5G on existing lower
bands (below 2 GHz) also used by 4G LTE. Dynamic Spectrum Sharing (DSS) enables operators
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to dynamically share these existing resources between LTE and NR devices, ensuring continued
Quality of Experience (QoE) for 4G subscribers while providing necessary coverage and QoS for 5G
users [49,50]. This use case aims to suggest DSS within the O-RAN architecture, particularly as an
application within the RIC framework. Fig. 7 shows the role of O-RAN components to handle DSS.
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Figure 7: Dynamic spectrum sharing by O-RAN components

3.5.2 Entities Involved in Use Case

• Non-RT RIC: Non-RT RIC translates SMO’s DSS service requirement into resource-sharing
policies and provides long-term scheduling guidance for the RAN via A1 to Near-RT RIC. It
also trains AI/ML models to predict short-term 4G/5G traffic using near-real-time RAN data.
Non-RT RIC uses feedback to update policies and retrain models for continuous optimization.

• Near-RT RIC: Near-RT RIC supports deployment, execution, and updates of AI/ML models
received from the non-RT RIC. Additionally, the Near-RT RIC interprets operator policies
related to resource allocation for specific Radio Access Technologies (RATs) involved in DSS
(e.g., LTE and NR). It also shares resource allocation performance and policy feedback reports
with the non-RT RIC via the O1/A1 interface.

• RAN: RAN shares the data collection via the O1 interface. It also supports the collection of
resource management metrics related to DSS and policy enforcement from the Near-RT RIC,
both of which utilize the E2 interface.

3.6 Local Indoor Positioning in RAN
3.6.1 Background and Goal of Use Case

The emergence of 5G vertical industries has heightened interest in real-time indoor positioning
using cellular networks [51,52]. However, the current approach with a centralized Location Manage-
ment Function (LMF) can suffer from network delays due to the long message path between the
NG-RAN node and LMF. This can lead to inaccurate, non-real-time location results. This use case
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proposes enabling local positioning within the O-RAN architecture by leveraging its open interfaces.
Fig. 8 shows the role of O-RAN components in handling indoor positioning.
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Figure 8: Indoor positioning by O-RAN components

3.6.2 Entities Involved in Use Case

• Non-RT RIC: Non-RT RIC retrieves RAN data from SMO to train the AI/ML model deployed
in Near-RT RIC.

• Near-RT RIC: Near-RT RIC computes user location based on RAN measurements and
transmits the results to the non-RT RIC for evaluation and optimization.

• RAN: RAN reports positioning information over the E2 and O1 interface.

• Application Server: The application server requests RAN analytics information from Near-RT
RIC and transmits positioning information to SMO.

3.7 Energy Saving
3.7.1 Background and Goal of Use Case

Mobile networks face challenges in managing EC within the RAN [53,54]. Optimizing RAN EC
is complex due to varying traffic and user mobility. Reducing network EC can be achieved through
improved Energy Efficiency (EE) and the implementation of various Energy Saving (ES) mechanisms
[55]. However, existing solutions include sleep modes for base stations, carrier/channel switching, and
Advanced Sleep Modes (ASM) for very short time scales. This use case proposes leveraging O-RAN’s
AI/ML and open interfaces to optimize ES and EE through switching on/off network components at
different time scales. Fig. 9 shows the role of O-RAN components in handling indoor positioning.
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3.7.2 Entities Involved in Use Case

• Non-RT RIC: Non-RT RIC collects cell traffic information from E2 Nodes and O-RUs and
configures carrier, cell switch off/on, and traffic steering. It also determines EE/ES optimization
using AI/ML models and sends updated configuration to E2 Nodes via O1 and O-RU via Open
FH M-Plane.

• E2 Node: E2 Node reports carrier (i.e., operating frequencies) cell configuration to SMO via
the O1 interface.

• O-RU Node: O-RU nodes report information about EC and EE via the Open FH M-Plane
interface to O-DU or SMO.

4 Security Threats against O-RAN Components

O-RAN has many advantages, but it also has several security threats. In this section, we investigate
existing threats that can be applied in the O-RAN system and security threats against O-RAN
components [56–60].

4.1 Conventional RAN Security Threats
• RAN Spoofing: Spoofing attacks are a major threat to wireless networks. In such attacks,

malicious actors impersonate legitimate users by manipulating their identifying signals. This
can be achieved by transmitting fake signals that mimic authentic ones [61,62]. If a receiver
mistakes the spoofed information for a genuine navigation message, it could lead to inaccurate
positioning or timing data. Additionally, spoofing attacks can be used to launch Denial-of-
Service (DoS) attacks [63].

• RAN Sniffing: RANs, including O-RAN, are vulnerable to eavesdropping attacks, where
unauthorized individuals can intercept data transmissions. This technique, known as RAN
sniffing, allows attackers to capture network information, potentially including sensitive details
[9]. Unauthorized network monitoring raises significant privacy and security concerns [64]. For
instance, attackers might exploit RAN sniffing to steal login credentials or intercept messages.
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• Jamming Attacks: RANs are vulnerable to a general attack called jamming. In a jamming
attack, malicious actors deliberately disrupt communication by transmitting interfering signals
on the same frequency as the targeted network. This essentially drowns out the legitimate signal,
hindering communication for authorized devices [65]. Jamming can specifically impact critical
RAN elements, including reference signals, synchronization signals, and control channels [66].
In the O-RAN system, O-RAN interfaces are susceptible to jamming attacks.

• User Data Traffic Vulnerability: While 3GPP RAN employs integrity protection for CP
messages, user data traffic remains susceptible. This vulnerability arises from the segregation
between the CP and UP functionalities within the network architecture [9]. The disaggregation
of O-CU into O-CU-CP and O-CU-UP in the O-RAN architecture introduces potential attack
vectors for user data traffic.

• Man-in-the-Middle Attacks: In a Man-in-the-Middle (MITM) attack, a malicious actor secretly
positions themself between two parties engaged in communication, deceiving each party into
believing they are directly communicating with the other [67]. An attacker leveraging MITM
attacks on the O-FH interface can disrupt critical timing synchronization. For example, the
attacker intercepts UP data, specifically messages associated with the Precision Timing Protocol
(PTP). By manipulating these messages, such as introducing delays in PTP sync messages or
delay requests/responses, the attacker throws off PTP offset calculations. This can lead to clock
inconsistencies across the network, potentially impacting network performance and reliability.

• Physical Threats: The additional hardware installed in the O-RAN can be compromised by
attackers with physical access to the O-RAN system [8]. These attacks may encompass dis-
rupting power availability, reconfiguring cabling, adding hardware backdoors, or compromising
sensitive data.

• Backdoors: Given that O-RAN is anticipated to rely on open-source code, it becomes particu-
larly susceptible to this form of attack. A malicious actor with trusted developer access could
deliberately insert harmful code into the O-RAN codebase [68].

4.2 Threats against SMO
• Internal Attack: Internal attackers can exploit authorized access to manipulate AI/ML training

data or models stored in the SMO system, potentially influencing generated insights [56]. Even
authorized internal actors could misuse their access to view, modify, or delete stored logs, posing
similar risks to system integrity and security.

• External Attack: External attackers may gain access to external entities, allowing them to view
or modify sensitive AI/ML data or models transferred between the external function and SMO
via A1 and O1 interfaces. These attacks threaten the integrity and confidentiality of AI/ML
processes and data within the system. In addition, external attackers may gain unauthorized
access to stored logs, allowing them to view, modify, or delete log entries [56,69].

4.3 Threats against O-Cloud
• Credential Compromise in O-Cloud Services: Access to O-Cloud services requires valid creden-

tials, which adversaries may obtain through credential pharming or network breaches. Such
compromised credentials enable attackers to bypass access controls, gain escalated privileges,
persist within the system, or evade detection, potentially leading to unauthorized access to
sensitive O-Cloud services and areas [56,70].
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• Threats Caused by CNF Deployments: O-Cloud deploys CNF applications as containers across
physical nodes, possibly spanning different geographical locations. This architecture, especially
in multi-tenant or public cloud environments, makes it challenging to differentiate between
externally and internally exposed services. One significant concern is the lack of proper
authentication in CNF service endpoints, which can lead to various security threats [69].

4.4 Threats against O-RU
• False Base Station Attack: An attacker can disrupt an O-RU’s connection to the O-FH by

connecting a malicious base station to the O-RU’s fronthaul interface. O-RU then unwittingly
serves as the air interface for the attack [71].

4.5 Threats against Near-RT RIC
• xApp Misuse and Privacy Concerns: xApps can potentially manipulate cell behavior, affecting

specific users or groups. A malfunctioning root of trust could lead to significant issues, including
privacy breaches, tracking of subscribers, and targeted service disruptions [57]. Specifically,
malicious xApps could exploit A1 and E2 interfaces to prioritize or deprioritize users, enabling
unauthorized tracking and service manipulation and potentially targeting Very Important
People (VIP) or specific subscriber groups [69].

• User Identifier Exposure: The E2 interface, facilitating near-real-time communication between
xApps and RAN, can expose user identifiers. This exposure risks creating correlations between
anonymized user identities across RAN nodes, turning xApps into potential sniffing tools for
user identification [9].

• Authorization Weaknesses: The absence of mutual authentication between xApps and Near-RT
RIC APIs can enable several attacks, including service theft, data leakage, and MITM attacks.
In addition, weak or improperly implemented authentication mechanisms (e.g., basic user/pass-
word combos) also significantly elevate the risk of compromise, extending attack surfaces and
potentially leading to unauthorized access and exploitation of network resources [6,56].

4.6 Threats against Non-RT RIC
• DoS Attack: An attacker penetrates the Non-RT RIC through the SMO and attempts to trigger

a DoS or degrade the performance of the Non-RT RIC, hindering its ability to monitor the
network, update A1 policies, and securely deliver A1 enrichment information [72,73]. This
could disrupt network operations and compromise the Non-RT RIC’s ability to ensure effective
management of the RAN environment.

• Unauthorized Tracking and Data Corruption/Modification: An attacker gaining access to the
Non-RT RIC through the SMO poses risks of unauthorized tracking of users and potential data
corruption or modification within the network [69,74]. This intrusion could compromise user
privacy, undermine network integrity, and lead to unauthorized access to sensitive information
or services.

• Exploitation of Non-Unique rApp IDs: Non-unique rApp IDs present vulnerabilities that could
be exploited by malicious actors [56,57]. This poses risks of data leakage and unauthorized
access to network resources, undermining the security and integrity of the Non-RT RIC
framework.
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4.7 Threats against R1 Interface
• Service Heartbeat Exploitation: By manipulating or inserting heartbeat messages on the R1, an

attacker can cause DoS, disrupting the regular monitoring and maintenance communications
between services [56].

• Unauthorized Access and Data Compromise: An attacker exploits vulnerabilities in the system’s
service production authorization mechanism to impersonate a legitimate service producer,
thereby gaining unauthorized access to R1 services [56]. Additionally, through spoofing attacks
on the data request and subscription service, the attacker can illegitimately access data, posing
substantial risks to data integrity and confidentiality.

4.8 Threats against A1 Interface
• Malicious Peering: Due to insufficient mutual authentication mechanisms, a malicious Non-RT

RIC can establish a peer connection with a Near-RT RIC over the A1 interface or vice versa
[57]. This vulnerability facilitates unauthorized access and manipulation of RIC operations.

• MiTM Attack: An internal threat actor exploits weak security controls to conduct a MiTM
attack on the A1 interface, enabling them to intercept and read policy-related messages [75].

• Policy Modification or Injection: By gaining access to the A1 interface, an internal threat actor
can modify or inject malicious policy directives [56]. This manipulation can lead to the Near-RT
RIC executing harmful or unintended policies, impacting network operations and security.

4.9 Threats against E2 Interface
• Weak Mutual Authentication: Due to weak mutual authentication, a malicious E2 Node or

Near-RT-RIC can communicate with each other over the E2 interface. This vulnerability opens
the door to unauthorized access and potential attacks [76].

4.10 Threats against O1
• Identity Verification Failure: The absence of robust identity verification mechanisms and logging

capabilities prevents the SMO from validating the authenticity of the parties involved, directly
threatening the security of data transmissions and policy enforcement between the SMO and
Near-RT RIC [76].

4.11 Threats against O2
• Unauthorized Access and Disruption: Insufficient protection of the O2 interface can enable

attackers to disrupt, modify, or gain unauthorized access to communications between the O-
Cloud and SMO [8]. This vulnerability threatens the normal operation of the O-Cloud and may
lead to DoS attacks and data leakage.

• Resource Mismanagement: Attackers altering or intercepting virtualized resource management
communications can cause resource misallocation and operational errors, expose sensitive
configuration details, and enable further targeted attacks [56].

4.12 Threats against the O-FH Interface
• Unauthorized Access and Disruption: Unauthorized access to the O-FH interface through

coaxial cables, twisted pairs, or optical fibers can lead to attacks on the system’s availability,
integrity, and confidentiality [56,69]. An unauthorized device connected to this interface can
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flood it with traffic, causing disruption or degradation of service, or send messages that disrupt
the communication between legitimate network elements.

• Heterogeneous Security Levels: The use of O-RAN components from different vendors may
result in varying security levels. This discrepancy complicates network security management
and increases the potential for vulnerabilities to be exploited, posing additional risks to the
network’s overall security posture [9,56].

5 Security Requirements of O-RAN

Since O-RAN differs from traditional communication systems, various requirements must be
investigated. This section describes the security requirements of each O-RAN component and inter-
faces [30,77,78].

• SMO: SMO shall authenticate internal requests, external systems, resource owners, servers, and
clients and authorize service requests obtained from external systems [30]. Also, SMOs shall
be able to recover from Distributed Denial of Service (DDoS) attacks without experiencing a
catastrophic failure.

• O-Cloud: Users who access the O-Cloud platform need to be authenticated, authorized, and
recommended to use Multi-Factor Authentication (MFA). The implementation of isolation
measures for controlling and segregating resources among users is essential.

• The O-Cloud platform monitors App/VNF/CNF packages downloaded from the O-Cloud
images repository [69]. To update the O-Cloud platform, all software images need to be
verified by O-Cloud to ensure authenticity and integrity, and SMO needs to validate them
further. Sensitive data, including Cryptographic keys, need to be safeguarded for integrity and
confidentiality, both at rest and during transit and securely deleted using approved methods
from active and backup storage media [30,78]. Additionally, the O-Cloud platform needs to
support a root-of-trust mechanism to verify the integrity of all relevant components.

• Non-RT RIC: Non-RT RIC system needs to support authorization both as a resource own-
er/server and as a client, providing authorization to requests from rApps [78]. It should also
demonstrate resilience by recovering from volumetric DDoS attacks across the A1 and R1
interfaces without experiencing catastrophic failure.

• Near-RT RIC: The Near-RT RIC system is mandated to authenticate xApp access to its
databases during SDL registration and provide authorized access to these databases. Mutual
authentication is required for secure communication between xApps and Near-RT RIC plat-
form APIs [79]. Near-RT RIC architecture should incorporate an authorization framework
that considers operator policies for xApps’ consumption of services exposed in platform APIs.
Near-RT RIC is required to support authorization as a resource owner, server, and client.
Furthermore, it needs to be capable of recovering from volumetric DDoS attacks across the
A1 interface without experiencing catastrophic failure [78].

• O-CU-CP/UP: O-CU-CP and O-CU-UP shall meet the security requirements for gNB-CU-CP
and gNB-CU-UP, respectively, as specified in [10].

• O-DU: O-DU shall meet the security requirements for gNB-DU as specified in [10].

• R1 Interface: R1 interface needs to support mutual authentication and authorization, confi-
dentiality, integrity, and replay protection [77].
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• A1 Interface: A1 interface shall meet confidentiality, integrity, replay protection, and mutual
authentication and authorization. It shall support mutual Transport Layer Security (mTLS) for
Non-RT RICs and Near-RT RICs and Open Authorization (OAuth) 2.0 authentication [78].

• O1 Interface: O1 needs to use Transport Layer Security (TLS) 1.2 or higher to enforce
confidentiality, integrity, and authenticity. Additionally, it shall enforce the least privileged
access through Network Configuration Access Control Mode (NACM) [78].

• E2/O2 Interface: E2 and O2 interface need to meet confidentiality, integrity, replay protection,
and data origin authentication [77].

• O-FH M-Plane: O-FH M-Plane needs to utilize strong authentication and authorization
detection mechanisms to secure point-to-point Local Area Network (LAN) segments [69,77]. It
also shall offer functionalities to block unauthorized access to unused ethernet ports on network
elements.

• O-FH CUS-Plane: O-FH CUS-Plane needs to maintain secure access for O-DUs through
authentication and authorization mechanisms [77,78]. The CUS-Plane also needs to support
the authentication and authorization of PTP nodes and execute algorithms that prevent master
clock spoofing.

Table 2 shows the mapping of previous studies’ responses to security threats and requirements.
Authors in [6] proposed a security strategy that uses public key infrastructure architecture. The
proposed architecture is used for secure communication between an SMO and a Near-RT RIC. It
involves registration, identity verification, digital certificate issuance, and two-way verification before
they can communicate. Authors in [61] introduced a novel channel feature called channel virtual
representation to address spoofing attacks. They leveraged channel virtual representation, a feature
more sensitive to transmitter location than traditional methods. This enhanced sensitivity makes
it well-suited for spoofing attack detection in mmWave 5G networks. They proposed two distinct
detection algorithms to address spoofing attacks in both static and dynamic radio environments.
Authors in [64] proposed a measurement-based sniffing detection method that utilizes traffic probes
to identify suspicious activity and incorporates machine learning for enhanced analysis. They use not
only Internet Control Message Protocol (ICMP), but also an Hypertext Transfer Protocol (HTTP)
for traffic probing. They also showed how to detect sniffing on Linux. Authors in [65] proposed
BeamArmor, a real-time application designed to safeguard cellular networks against jamming attacks.
It leverages beam-nulling techniques with MIMO antennas, effectively canceling out jamming signals.
BeamArmor achieves this real-time operation by optimizing computational resource allocation within
the RAN stack. This ensures the system adheres to the stringent timing and security requirements
of the cellular network’s physical layer. Authors in [69] suggested using IEEE 802.1x and Internet
Protocol Security (IPsec) to handle heterogeneous security levels due to different vendors/clients.
while IEEE 802.1x supports various authentication methods, including certificate-based one-time
passwords, IPsec secures communication by providing authentication for data origin and content
(using authentication header), optional encryption (using encapsulating security payload), and secure
key exchange (using Internet key exchange). In addition, the authors suggest using X.509 to handle
a DoS attack against a master clock. X.509 is a hierarchical Public Key Infrastructure (PKI) where
trust in certificate authorities (CAs) flows one-way from top to bottom. Authors in [72] proposed
a DDoS detection method for IoT networks utilizing ML and neural networks. Authors in [73]
generated the CICDDoS2019 dataset and built ML models using ID3, random forest, Naive Bayes,
and logistic regression. Authors in [74] formulated a weighted-proportional-fairness-based resource
allocation problem. They solved the problem by using the Lagrangian dual method, the brute force
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method, and reinforcement learning. Authors in [75] proposed a 5G SPECTOR framework for O-
RAN to detect cellular attacks against layer-3, with a telemetry stream and xApp. To handle malicious
xApps, authors in [76] adopted an authentication mechanism such as API Key or OAuth 2.0 to
ensure the system’s security. Moreover, to strengthen the E2 signaling confirmation process, the
authors suggest verification of its compliance and implementation of integrity protection for the E2
signaling content. Authors in [80] proposed a novel decentralized RAN architecture called Blockchain-
enabled Radio Access Networks (BE-RAN) to enhance security and privacy in identification and
authentication processes. Authors in [81] proposed a novel Blockchain Radio Access Network (B-
RAN) architecture featuring secure and efficient decentralized mechanisms for managing network
access and authentication, addressing the inherent trust challenges.

Table 2: Summary of security threats, requirements, and responses in O-RAN research

Reference Threat Requirement Response

[6] Invalid
authentication

Mutual authentication and
authorization

Authors proposed public key
infrastructure architecture

[61] RAN spoofing Authentication and
authorization detection
mechanisms

Authors proposed
channel-based spoofing attack
detection scheme based on
channel virtual representation

[64] RAN sniffing Cryptographic keys and
sensitive data safeguard
algorithm

Authors proposed traffic
probing and ML-based
sniffing detection method

[65] Jamming Confidentiality, integrity,
replay protection, and data
origin authentication

Authors proposed
BeamArmor, a practical
real-time application to
monitor and mitigate
jamming attacks

[69] Heterogeneous
security levels

Harmonious authentication
and authorization scheme

IEEE 802.1x access control
mechanism and IPsec can be
employed

DoS attack against a
master clock

Authentication and
authorization of PTP nodes

X.509 certificates can be
employed

[72,73] DDoS Ability to recover from DDoS
attacks without experiencing a
catastrophic failure

Authors proposed ML-based
DDoS attack detection
algorithm

[74] Data compromise Confidentiality, integrity,
replay protection, and data
origin authentication

Authors used Lagrangian dual
method, the brute force
method, and reinforcement
learning to handle data
falsification attacks

[75] MiTM Mutual authentication and
authorization, confidentiality,
integrity, and replay
protection

Authors implemented 5G
SPECTOR framework

(Continued)
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Table 2 (continued)

Reference Threat Requirement Response

[76] Malicious xApps mTLS and OAuth 2.0
authentication

Authors adopted an
authentication mechanism
such as API Key or OAuth 2.0
to ensure the system’s security

Lack of integrity
protection

Confidentiality, integrity, and
data origin authentication

Authors recommended
verification of its compliance
and implementation of
integrity protection for the E2
signaling content.

[80] Privacy attack Cryptographic keys and
sensitive data safeguard
algorithm

Authors proposed
Blockchain-Enabled Radio
Access Networks (BE-RAN)

[81] False base station Mutual authentication and
authorization

Authors proposed a
Blockchain Radio Access
Network (B-RAN)
architecture and develop
decentralized, secure, and
efficient mechanisms

6 Open Issues for O-RAN Security

The O-RAN security will encounter various issues in response to advancements in AI and
Quantum Computing (QC) technology. This section explores these challenges, providing valuable
insights into potential research directions to solve them.

6.1 Overhead and Cost of AI-Based Security
6.1.1 Challenges

Since AI-based methods are low in complexity, AI-based security solutions will be integral to
future O-RAN architecture. For example, to enhance security within O-RAN, integrating ML/DL-
driven firewalls and Intrusion Detection Systems (IDS) is essential for safeguarding its subdomains
[82]. However, it needs to consider the overhead caused by seamless data collection and communication
between O-RAN components while meeting the security requirements [83].

6.1.2 Future Research Directions

To mitigate the data collection and communication overhead, generative AI-based rApps can be
employed. Integrating these techniques can facilitate robust model training by generating and aug-
menting data, minimizing the need for additional data collection [84,85]. When installing generative
AI-based rApps within non-RT RIC, the process excludes data collection executed by SMO or RAN
nodes, and only a few communication occurs via the R1 or A1 interface, allowing us to reduce the
amount of information shared through the network.



34 CMES, 2024, vol.141, no.1

While generative AI-based rApps can reduce the overhead of O-RAN, the cost for maintaining
and (re-)training these AI-based models within SMO or RIC needs to be considered. To reduce
maintenance cost, rApps and xApps can leverage lightweight security models tailored to the various
requirements of O-RAN environments. This can be achieved through model compression techniques
such as quantization, pruning, weight factorization, knowledge distillation, and weight sharing [86,87].

To reduce (re-)training cost, transfer learning, and online learning techniques can be leveraged
[88]. These techniques allow models to adapt and learn from new data without extensive retraining.
By considering these strategies in practice, O-RAN networks can effectively harness the power of AI-
based security solutions while mitigating associated overhead and costs.

6.2 Weak Generalizability Due to Diverse Security Requirements
6.2.1 Challenges

In dynamic O-RAN environments, adaptable and resilient security solutions are paramount. The
array of factors, including heterogeneous communication nodes, varied data types, high-mobility users,
and diverse O-RAN vendor equipment, makes the O-RAN security requirements diverse and complex
[89–91]. This complexity inevitably leads to vulnerabilities in AI models, rendering them susceptible
to weak generalizability. Retraining models with new data is a straightforward solution to address
any deficiencies or changes in networks. However, it is time-consuming and can compromise real-time
responsiveness, posing a significant challenge in the face of evolving threats.

6.2.2 Future Research Directions

Here, GNNs can be used to enhance model generalizability. Unlike traditional fully connected
neural networks, which struggle to adapt to changing network sizes, GNNs excel in dynamic envi-
ronments [92]. While a fully connected scheduler would require retraining for each user pool size,
GNNs can inherently handle variations in user numbers or requirements. This flexibility stems from
their ability to add or remove components during feature extraction and information exchange stages,
allowing them to seamlessly adapt to the evolving network landscape [93]. Considering O-RAN
components and each component’s security requirements in GNN (e.g., node feature, edge) can
enhance the generalizability of AI-based security models.

Moreover, the integration of Automated Reinforcement Learning (AutoRL) into GNN-based O-
RAN security solutions can also be discussed. AutoRL automates the process of identifying the best
hyperparameter configurations for an RL agent, ultimately maximizing its performance [94,95]. Given
that AutoRL operates within the realm of RL, known for its resilience in dynamic network scenarios,
its usage can significantly bolster the adaptability of models to dynamic O-RAN environments [96].
Thus, the synergy between AutoRL and GNN may further enhance the model’s generalizability and
adaptability.

6.3 Computation Overhead of Secured Federated Learning
6.3.1 Challenges

To address the privacy and poisoning attacks against AI models within RIC and user data,
federated learning emerges as a promising solution [97]. Federated learning enables collaborative
training of AI models across mobile devices in the O-RAN network without compromising local
privacy. Devices train local models on their private data and then contribute updates to a central
server, aggregating them to build a robust global model [98]. However, federated learning introduces
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a trade-off. While it can prevent model poisoning and privacy attacks, the communication overhead
of aggregating numerous local model updates can create a bottleneck.

6.3.2 Future Research Directions

Recently, Over-the-Air Computation (AirComp) has been introduced to handle the bottleneck
problem of federated learning [99]. AirComp offers significant advantages in communication effi-
ciency compared to the traditional separation of communication and computation. By leveraging the
superposition property of a wireless multiple-access channel, AirComp enables concurrent transmis-
sion of locally computed updates, effectively reducing the required bandwidth and network traffic
[100,101]. Integrating federated learning with AirComp can reduce communication overhead.

6.4 Quantum Computing Threats
6.4.1 Challenges

QC has the potential to pose security threats to O-RAN networks. QC represents an unprece-
dented level of computing power, surpassing the capabilities of a state-of-the-art supercomputer
[9,102]. Thus, with its computing capabilities, QC can assist O-RAN by processing the RIC com-
putation tasks in real-time. However, from the security perspective, QC poses a threat to the security
of communication networks since it challenges the complexity of cryptographic algorithms.

6.4.2 Future Research Directions

Quantum Resistance (QR) cryptography-based security strategies can be discussed to ensure the
security of the O-RAN system while mitigating QC threats. O-RAN can utilize the functionalities
provided by Quantum Cryptography (QC) through various algorithms based on lattices, multivariate
problems, or elliptic curves [103]. This enables O-RAN to achieve the necessary service level require-
ments with enhanced security guarantees.

7 Conclusion

This paper provides an overview of general O-RAN architecture and use case specifications that
can be applied or extended in future B5G and 6G. Moreover, this paper aims to create a comprehensive
guideline for future research by providing O-RAN security threats, requirements, and discussions. In
future work, more use cases can be investigated and extended. Also, solution strategies for each threat
can be analyzed.
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