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ABSTRACT

With the rise of remote work and the digital industry, advanced cyberattacks have become more diverse and
complex in terms of attack types and characteristics, rendering them difficult to detect with conventional intrusion
detection methods. Signature-based intrusion detection methods can be used to detect attacks; however, they
cannot detect new malware. Endpoint detection and response (EDR) tools are attracting attention as a means of
detecting attacks on endpoints in real-time to overcome the limitations of signature-based intrusion detection
techniques. However, EDR tools are restricted by the continuous generation of unnecessary logs, resulting in
poor detection performance and memory efficiency. Machine learning-based intrusion detection techniques for
responding to advanced cyberattacks are memory intensive, using numerous features; they lack optimal feature
selection for each attack type. To overcome these limitations, this study proposes a memory-efficient intrusion
detection approach incorporating multi-binary classifiers using optimal feature selection. The proposed model
detects multiple types of malicious attacks using parallel binary classifiers with optimal features for each attack type.
The experimental results showed a 2.95% accuracy improvement and an 88.05% memory reduction using only six
features compared to a model with 18 features. Furthermore, compared to a conventional multi-classification model
with simple feature selection based on permutation importance, the accuracy improved by 11.67% and the memory
usage decreased by 44.87%. The proposed scheme demonstrates that effective intrusion detection is achievable with
minimal features, making it suitable for memory-limited mobile and Internet of Things devices.
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EDR Endpoint detection and response
Conv-All Conventional multi-classification model using all features
Conv-6 Conventional multi-classification top-6 model using selected top-6 features with high
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1 Introduction

Cyberattacks are on the rise worldwide, accompanying the accelerated digital transformation
of companies following the coronavirus disease of 2019 (COVID-19) pandemic. During COVID-19,
many ransomware, distributed denial of service (DDoS), and phishing attacks occurred, and the main
targets were medical institutions. Most hospital systems are composed of computer systems with low-
end operating systems; therefore, they were directly attacked by advanced persistent threat (APT) 29
and others during COVID-19 [1].

As medical institutions are directly connected to life, strong security for information technology
(IT) systems is required. In addition, with the development of Industry 4.0, cyberattacks have
become more advanced, exhibiting various attack paths and types as well as complex characteristics.
Conventional malware is operationally simple, does not cause heavy damage, and is easily detectable.
However, advanced malware exhibits complex operational structures and performs long-term attacks,
causing massive damage to specific targets. Thus, detecting advanced cyberattacks using conventional
intrusion detection methods is challenging [2].

Typical conventional intrusion detection methods include the signature-based method [3–5],
which detects attacks based on predetermined detection rules corresponding to previously detected
attacks. However, these methods can only detect previously identified attacks; they cannot respond
adequately to novel malware variants [6]. Machine learning (ML)-based intrusion detection methods,
which can actively detect malware to overcome this limitation, are divided into binary classification
models, which determine the existence of an attack, and multi-classification models, which classify
malware into detailed types. However, the practical use of these classification models is limited because
their detection accuracy decrease as the number of malware types increases.

Endpoint detection and response (EDR) tools, which monitor security threats at endpoints in
real-time, have garnered significant attention for overcoming the limitations of conventional methods.
These tools collect data to enable automated responses to threats. They facilitate automatic real-time
monitoring; however, they constantly generate massive security alarms, including unnecessary data,
which wastes memory resources and degrades intrusion detection performance [7]. Thus, existing
intrusion detection systems are not optimized for detection performance and resources used owing
to the increase in types of malicious code.

This paper is a supplementary and extended version of the paper presented at the 7th International
Symposium on Mobile Internet Security (MobiSec’23) Conference. This study proposes a binary
classifier-based malware multi-classification technique using optimal features for each attack type
to address the limitations of conventional studies. A ransomware classifier and a trojan classifier,
which are binary classifiers that detect individual attacks, were configured in parallel. Subsequently, the
results of the two classifiers were comprehensively analyzed based on their classification probabilities.
The proposed model can improve the accuracy and memory usage compared to conventional models.

The main contributions of this study are as follows:

• A malware detection technique based on parallel binary classifiers and optimal feature selection
that addresses the limitations of conventional detection methods was proposed.

• It was proven that binary classifiers alone can detect multiple types of malicious attacks.

• The accuracy and memory usage of the proposed model were improved compared to conven-
tional models, enabling memory-efficient attack detection.
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The remainder of this paper is organized as follows: First, previous related works on conventional
feature selection methods and malware detection are discussed in Section 2. In Section 3, the proposed
malware detection method is introduced; its performance improvements are demonstrated in Section 4
by describing comparative experiments with conventional models. Finally, Section 5 concludes the
paper and discusses future research directions.

2 Related Work

Intrusion detection methods can be classified into tool-based and ML-based intrusion detection
methods. Tool-based intrusion detection methods use a malicious behavior detection tool, such as
EDR, to detect attacks. In contrast, ML-based intrusion detection methods classify abnormal traffic
by training on network traffic data, including the Internet Protocol (IP) address and port information.
Table 1 lists the contributions and limitations of previous studies regarding the two types of intrusion
detection methods.

Table 1: Previous studies on intrusion detection methods

Category Ref. Contributions Limitations

Tool-based intrusion detection [8] Google Rapid Response
(GRR) and Osquery were
used together to detect APT
attacks. The APT attack
detection coverage was
evaluated using the MITRE
adversarial tactics, techniques
and common knowledge
(ATT&CK) framework.

The APT attack was
configured as a simple
attack; hence, the detection
performance for complex
attacks could not be
confirmed. In addition,
intrusion detection was not
performed using various
pieces of log information.

[9] GRR, Osquery, and
open-source host-based
intrusion detection security
(OSSEC) were used to detect
RAASNet ransomware
attacks. In addition, the
intrusion detection technique
of each EDR tool was
analyzed, and the differences
among and the differences
between the tools were
identified.

As an integrity-based
intrusion detection method
was used, detecting
advanced attacks was
difficult.

(Continued)
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Table 1 (continued)

Category Ref. Contributions Limitations

[10] GRR and Graylog were
combined to detect APT
attacks; the limitations of the
GRR tool were mitigated,
and the detection coverage
was extended.

Both the GRR and
Graylog tools were used
manually; thus, the delay
was increased.

[11] GRR and Auditbeat were
used to monitor the behavior
of APT attacks and collect
log data, providing earlier
detection than conventional
methods with higher
accuracy.

As additional tools were
used, more logs were
collected than with
conventional methods.

ML-based
intrusion detection

Binary
classification

[12] A model was proposed to
detect TrickBot, the first
banking trojan horse.
Dynamic analysis of
malicious programs was
performed to collect packets,
and the performance was
evaluated using random
forest (RF), multilayer
perceptron (MLP), sequential
minimal optimization
(SMO), and logistic
regression (LR) models.

The proposed model
struggled to detect attack
types other than trojan
horses, and an imbalanced
dataset was used in the
experimental evaluation.

[13] The deep learning-based
binary fruit fly algorithm
(DL-BFFA) model was
proposed for synchronization
(SYN) flooding attack
detection.

A single class was used for
DoS, Probing, u2R, and
remote attacks, rendering
the classification of various
attack types difficult.

[14] A dynamic malware detection
algorithm was proposed using
feature selection and ML
based on genetic algorithms.

The proposed method only
determines the presence or
absence of malware;
performance may be
degraded if various types
of attacks are performed.

(Continued)



CMES, 2024, vol.141, no.2 1477

Table 1 (continued)

Category Ref. Contributions Limitations

[15] Frequency differential
selection (FDS) and weight
measurement were used with
newly proposed feature
selection algorithms to detect
Android malware.

FDS mainly considers the
characteristics of malware
that may occur on
Android; its performance
may be poor in detecting
malware in other operating
system (OS) environments.

[16] A semi-supervised federated
IoT malware detection
framework was proposed to
address privacy issues in
collecting user logs.

The authors did not
measure the memory
efficiency, making it
difficult to confirm its
performance in an IoT
environment.

[17] An automated feature
selection method for
behavior-based ransomware
detection was proposed, and
a particle swarm optimization
(PSO) algorithm with
wrapper-based feature
selection for ransomware
detection was used.

The performance was
lower when the malware
classification model was
applied to
multi-classification than
when it was applied to
binary classification.

Multi-
classification

[18] DDoS attack types in the
KDD99 dataset were
classified using support
vector machine (SVM),
decision tree (DT), naïve
Bayes (NB), and
unsupervised ML (USML)
models. An accuracy of
94.78% was revealed for the
USML model.

Only the sub-types of
DDoS attacks were
classified. In addition,
multi-classification with
SVM exhibited increased
overheads (latency and
memory usage) during
training and testing
compared to a binary
classifier.

[19] RF, DT, k-nearest neighbor
(KNN), and ridge classifier
(RC) were used to classify
DoS, Probing, u2R, and
remote attacks, and the PSO
method was applied to
optimize the performance.

The performance
improvement using PSO
was not evaluated.

(Continued)
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Table 1 (continued)

Category Ref. Contributions Limitations

[20] A behavior-based
ransomware classification
model was proposed, and
feature selection was
performed by removing
features with similar
attributes to increase
classification accuracy.

The proposed model
manually selected a feature
for every training run.

[21] A multilayer architecture was
proposed to perform
classification in three stages
and to maintain high
performance in noisy
environments.

The memory usage and
latency increased with the
use of the three-stage
model.

[22] Proposed feature extraction
algorithm reduced the
dimensionality of
high-dimensional features,
thus improving the detection
speed.

The proposed method did
not consider the behavioral
characteristics of each
attack.

DL-based intrusion detection [23] A combined convolutional
neural network (CNN) and
bidirectional long short-term
memory (BiLSTM) model
was proposed to solve the
problem of the low detection
rate caused by
high-dimensional data.

The process of learning
and training by combining
two models uses a large
amount of resources.

[24] A low-complexity DL-based
intrusion detection system for
IoT nodes was proposed.

Insufficient consideration
of computing costs that
occur when learning large
amounts of data

[25] The proposed algorithm
selects important features
using high-level and low-level
features.

The runtime calculation
criteria are not clearly
explained.

[26] To overcome limitation of
Transnet, the proposed
algorithm accelerated the
feature learning process.

Selecting the transfer
method of the feature
learning process is not
automated.
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Park et al. [8] proposed a tool-based intrusion detection method and suggested a framework
for detecting APT attacks by combining GRR and Osquery. They also evaluated the APT attack
coverage regarding the tactics and techniques provided by MITRE ATT&CK. The detection coverage
using the proposed method has been expanded by integrating multiple tools; the intrusion detection
performance was not verified for complex attacks because the APT attacks were composed of a
combination of simple malware. In addition, various pieces of log data were not used for intrusion
detection. Lee et al. [9] used GRR, Osquery, and OSSEC to detect RAASNet ransomware. The authors
analyzed the characteristics of each tool, which enabled faster attack detection using EDR tools.
However, an integrity-based intrusion detection method was primarily used in their study, making
it challenging to detect attacks bypassing integrity. This method also exhibits the limitation of not
using various pieces of log data for detection. Jeon et al. [10] proposed a method for detecting APT
attacks by combining Graylog and GRR to address the limitation of GRR that only some data
types can be collected owing to limited output plug-ins. An APT attack environment was configured
using the Carbanak attack scenario emulator and the attack detection coverage was measured. The
MITRE ATT&CK detection range of the proposed method was expanded by 11% compared to the
conventional method. However, although the GRR and Graylog tools were interworked, the two
tools were each used manually. Park et al. [11] proposed a rapid detection model using GRR and
Auditbeat. As GRR monitors the behavior of APT attacks and Auditbeat collects specific log data,
the proposed method can provide earlier detection than conventional methods with higher accuracy.
However, more logs are collected compared to conventional methods because additional tools are
used to detect APT attacks. The traditional tool-based intrusion detection methods are restricted by
the continuous generation of unnecessary logs, degrading detection performance. To overcome these
challenges in tool-based intrusion detection, our study applies an optimal feature selection and ensures
that only a small number of features, optimized for each type of attack, are used.

Gezer et al. [12] proposed an ML-based detection method to collect packets and perform dynamic
analysis of the environment of TrickBot, which is a banking trojan horse targeting bank customers
globally. Subsequently, ML models were used to classify TrickBot traffic flows. TrickBot infects the
hosts of victims with binary malware, injects malware into application programs, and then leaks
user data via redirection. In experiments using RF, MLP, SMO, and LR models, the RF model
was observed to classify attacks with an accuracy of 99.94%. The study provided insights into the
detection of a TrickBot infection, but it only evaluated trojan attacks, and other types of attacks
were not considered. Nevertheless, as an imbalanced dataset was used for evaluation, higher accuracy
than that with a balanced dataset was obtained. Nagaraju et al. [13] proposed the DL-BFFA to
classify SYN flooding attacks, which is a type of DDoS attack that acquires the handshake process
of the Transmission Control Protocol. The BFFA model was used to select optimal parameters in
a DL model, and binary BFFA was applied to the binary classification model. A comparison of
the performances of a simple SYN network model, tuning DL using the hybrid bat algorithm, the
binary bat algorithm, and the DL-BFFA revealed that the proposed model achieved the highest
accuracy of 99.96%. However, the study proposed a binary classifier that detects only SYN flooding
attacks; thus, its detection performance may be poor in an environment with various types of attacks.
Irshad et al. [14] proposed a genetic algorithm-based feature selection method and a dynamic malware
detection algorithm using ML. They used Cuckoo and the genetic algorithm for malware behavior
analysis to select the optimal features. Experiments with SVMs, NB, and RF revealed accuracies
of 81.3%, 64.7%, and 86.8%, respectively. However, the algorithm proposed in [14] is an intrusion
detection method that determines only the presence or absence of malware, which limits its perfor-
mance when handling various types of attacks. Sun et al. [15] used newly proposed feature selection
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algorithms, FDS, and weight measurement for Android malware detection. The representative data
required by the Android application function were analyzed, and the FDS algorithm, which aims
to increase accuracy while reducing complexity by selecting optimal features, was applied. Reference
[15] applied the FDS algorithm to extract the feature importance and remove irrelevant features, but
the proposed FDS is a feature selection algorithm that considers the characteristics of malware that
can occur only on Android, and it may be poor at detecting malware in other operating system (OS)
environments. In addition, only the performance results for malware detection could be verified;
the results for the malware classification performance of multiple classes could not be validated.
Pei et al. [16] proposed a semi-supervised federated IoT malware detection framework to address
privacy issues in collecting user logs and ensure the quality and reliability of data labels. The authors
utilized knowledge transfer techniques to infer labels by analyzing the correlation between unlabeled
and labeled data. This study proposed an IoT malware detection system that ensures privacy and
reliability, but it did not measure the memory performance of the proposed model, making it difficult
to confirm its performance in a resource-constrained IoT environment. Abbasi et al. [17] proposed
an automated feature selection method for behavior-based ransomware detection and classification.
PSO algorithms were used for ransomware detection and classification with wrapper method-based
feature selection. According to the experimental results, the RF-based binary classification and multi-
classification exhibited detection accuracies of approximately 97.06% and 55.33%, respectively. In
previous studies [12–16], a binary classifier that detects only specific attacks was proposed, limiting
the intrusion detection performance when multiple types of attacks are introduced. In addition,
Abbasi et al. [17] showed that when a malware classification model was applied to multi-classifiers,
the performance was 43% lower than when it was applied to binary classifiers.

Extensive multi-classification research has been conducted to overcome the limitations of binary
classification. Tuan et al. [18] evaluated the attack classification performances of SVM, NB, DT, and
USML models for botnet DDoS attacks. The experimental evaluation indicated that the classification
accuracies of SVM, DT, NB, and USML were 91.55%, 93.3%, 96.74%, and 98.08%, respectively. This
study provided guidelines for choosing a suitable ML method for each case study, but only sub-types of
DDoS attacks were considered. In addition, among the models used in this study, multi-classification
with SVMs exhibited increased overheads (latency and memory usage) during training and testing
compared to a binary classifier. Saheed et al. [19] applied a PSO algorithm to ML models to perform
multi-classification of attacks in the Internet of Medical Things environment. This study applied
the PSO algorithm, a meta-heuristic optimization algorithm, and selected optimal features from a
dataset. PSO-RF, PSO-DT, PSO-KNN, and PSO-RC achieved accuracies of 99.76%, 99.58%, 98.9%,
and 97.6%, respectively. However, because a performance comparison between the simultaneous
and independent use of feature selection and PSO was not conducted, proving the effect of the
application of PSO was difficult. Sethi et al. [20] proposed a behavior-based ransomware classification
model, classifying 10 families. They used behavior features with weights of high importance for
high classification accuracy. Subsequently, the calculated behavior features were grouped with those
with similar properties, and features with similar properties were removed. In contrast to previous
studies that only considered the importance weights of features, overlapping features were considered
through feature grouping; however, the features must be selected manually for every training run.
Piskozub et al. [21] proposed a multi-layer architecture for malware detection. They classified malware
through a three-stage process of binary, malware type, and malware family classification. This method
proved robust to noise when the number of malicious flows is relatively large. However, the proposed
architecture has limitations in that it uses memory excessively and increases the latency through
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the three-step classification process. Zhang et al. [22] efficiently reduced the dimensionality of high-
dimensional features using normalized mutual antibodies information feature selection (NMAIFS)
and implemented a classifier using the best feature vectors. In this study, the NMAIFS algorithm
improved the detection speed but did not consider the behavioral characteristics of each attack, so it
has the limitation of using unnecessary features when multi-classifying each attack. The conventional
ML-based intrusion detection techniques lack optimal feature selection for each attack type. To
overcome these limitations in ML-based intrusion detection, our study configures binary classifiers
for each attack type and uses features optimized for each type of attack.

In addition, DL-based intrusion detection has been studied recently. Hnamte et al. [23] pointed
out that conventional DL-based intrusion detection systems often use binary classification. At this
time, the attack detection rate of the training model may decrease owing to the influence of high-
dimensional data. Therefore, this study presents a methodology that combines a CNN and BiLSTM
with more hidden layers. This method enables the LSTM model to process the input sequence based
on its structure to design a robust model. However, a limitation exists in that it uses a large amount
of resources during learning and training by combining the two models. Awajan [24] proposed a
real-time intrusion detection mechanism for Internet of Things (IoT) nodes. By using a four-layer
fully connected layer architecture, the complexity of the system was reduced, and a precision of
93% was achieved for actual intrusions. However, the computing costs arising from learning large
amounts of data were not considered. Zhang et al. [25] proposed a pyramid channel-based feature
attention network (PCFAN) that selects important features by simultaneously utilizing high-level
and low-level features. Utilizing the complementarity between features at different levels for single
image restoration, it improved the problem of ignoring low-level features in the conventional deep
learning-based image restoration method. However, the PCFAN proposed in this study considers
features at all levels and consists of multiple modules, which may increase complexity, and the runtime
calculation criteria are not clearly explained, so the applicability in real environments has not been
proven. Hu et al. [26] proposed a deep subdomain adaptation network with an attention mechanism
(DSAN-AT) to identify malware variant traffic accurately and efficiently at the IoT edge gateway. The
proposed DSAN-AT reduces computing resources at the IoT edge gateway by accelerating feature
learning of traffic classified into different domains. This study claims to improve the slow convergence
speed and memory limitation of Transnet, a state-of-the-art technique for malware variant traffic
classification. However, this study has limitations in that the selecting transfer method of the feature
learning process is not automated. To overcome these challenges in DL-based intrusion detection,
our study measures memory usage to demonstrate effectiveness in IoT environments. Additionally,
we implement automation in the feature selection process to better detect variant malware in realistic
scenarios.

In summary, conventional intrusion detection methods suffer from various limitations. Among
ML-based methods, the binary classification method classifies data into only benign and attack classes,
making individual responses to different attack types difficult. Thus, with the progressive diversifica-
tion of attacks and increasing similarity to benign behavior, its classification performance is likely
to be degraded. However, as the multi-classification method uses the same features simultaneously
during the training process for classification, its detection accuracy is lower than that of the binary
classification model. In addition, higher memory usage is required to handle more classes. Finally, tool-
based intrusion detection can only detect attacks that are defined by the rule set, making it challenging
to detect advanced attacks.
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3 Proposed Method

The structure of the proposed method is illustrated in Fig. 1.

1) Data collection: The EDR tool GRR [27] collects malicious logs of ransomware and trojan
attacks. Benign logs are collected by executing everyday actions, such as searching, downloading, and
streaming, after logging into a personal computer.

2) Data preprocessing: The extracted data are preprocessed to derive 18 features.

3) Feature selection: The importance weights of the ransomware and trojan classifiers are
calculated to select optimal features for each attack type.

4) Classification: The classification comprises two sub-classifiers. The ransomware and trojan
classifiers simultaneously classify each malware type during the first phase classification. During
the second-phase classification, the classification results of the ransomware and trojan classifiers are
combined to determine the final classification into ransomware, trojan, or benign classes.

Figure 1: The structure of proposed method

3.1 Data Collection
An experimental environment was constructed using GRR to collect logs, as shown in Fig. 2. A

GRR server and GRR clients were installed on virtual machine software (VMware). GRR version
3.4.0-1 was used for the GRR clients. In addition, Windows and Linux clients were employed. In an
attack environment, the GRR server monitors the behavior of the client and collects relevant log data,
while the client acts as the victim being infected by the malware. When the attacker deploys and runs
malware on the client, the GRR server collects the behavior of the client.

Figure 2: Data collection environment
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Considering the significant social impact and recent increase in the prevalence of ransomware and
trojan, we assumed an environment infected with these two types of malware as our attack scenario
[28]. MSFVenom [29], which is a Metasploit framework-based independent payload generator, and
MEMZ trojan [30], which is a trojan that is tailored to the Windows environment, were used to collect
trojan logs. MSFVenom was executed in the Ubuntu environment after creating a backdoor shell in
Kali Linux. Experiments on MEMZ trojan were performed after constructing an attack environment
in Ubuntu and Windows. PSRansom [31], which is a PowerShell-based ransomware simulator that
provides C2 server functionality, was used as an attack environment for collecting ransomware logs. It
was executed in the Windows and Ubuntu environments, and logs were collected using the EDR tool.
Benign logs were collected using the EDR tool after performing benign operations in the environment
of the victim. In addition, we assumed security while collecting the ransomware, trojan, and benign
logs and that the GRR Server could be trusted.

3.2 Preprocessing
The dataset comprised logs that are extracted from Netstat, FileFinder, and Process in the GRR

flow. Netstat is a type of flow artifact provided by the GRR server, and information regarding
the network status flow of the attacker can be obtained by tracking the attack timestamps of the
Windows attacker. FileFinder tracks file paths to provide information regarding the creation, deletion,
and changes of a specific file. Process provides information regarding a specific process; the process
name, execution time, and username of the process can be obtained based on these features [28]. For
preprocessing of the dataset, some features unrelated to classification were dropped, as they were
device information, system configuration, and system time features.

In addition, privacy-related features were dropped and 18 features were ultimately selected. The
selected features were related to the standard system or process, and features containing personal
information were not collected. Thereafter, missing values in the data were filled in with zeros and
label encoding was applied to the categorical variables. Table 2 lists the 18 dataset features derived
through the data preprocessing.

Table 2: Features of dataset

Type Feature Description

Process memory_percent Percentage of memory used
rss_size Memory information used by process
vms_size Virtual memory size
num_threads Number of threads used
user_cpu_time Central processing unit (CPU) time consumed for user’s task
system_cpu_time System CPU time
status Process status information
real_uid User identifier information used to execute process
real_gid Group identifier information used to execute process

Netstat state Network state information
local_address.ip Target system’s IP information
remote_address.port Remote port information

FileFinder urn Event path
st_blocks Number of blocks allocated to file

(Continued)
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Table 2 (continued)

Type Feature Description

st_mode File’s mode (read, write, execute) information
st_ino File’s inode number
st_size File’s size
modified File’s integrity information

3.3 Feature Selection
In previous studies [18–22], which applied the same feature selection method irrespective of the

malware type, the accuracy decreased with increasing malware diversity, making the detection of
various advanced attacks difficult. For example, the primary malicious behavior of ransomware is
file encryption. In addition, a trojan is the connection of an attacker to a session to upload malware
or introduce a backdoor. As the characteristics of malware types differ, some features may cause noise
during specific malware training if the same features are used in large numbers for various malware
types. Furthermore, in the case of a recent DL-based intrusion detection system [23–26], experiments
were conducted using the same features regardless of the malware type. As most research focuses only
on achieving high performance using fixed datasets, little research has been conducted on developing
systems to prepare for intelligent attacks. Therefore, the proposed model performs feature selection
with ransomware and trojan classifiers to train the model using optimal features for each attack type
classification.

First, the feature importance for each classifier is derived using permutation importance [32].
Permutation importance calculates the importance weight of each feature by evaluating the predictive
performance of the verification dataset when data from a specific feature are shuffled after training
the model. When calculating the importance of permutation, we performed five-fold cross-validation
by dividing the entire dataset into training and validation sets. Fig. 3 presents a visualization of the
feature importance weights of the ransomware and trojan classifiers for the 18 features.

Figure 3: Relative importance weight of each feature in ransomware and trojan classifier

The feature importance weight was derived as the average of 1000 iterations. It can be observed
that the feature importance differs depending on the type of attack to be detected. For example,
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system_cpu_time, num_threads, and state are essential features for the ransomware classifier but not
for the trojan classifier. In contrast, status, urn, remote_address.port, and local_address.ip are essential
features for the trojan classifier but not for the ransomware classifier. This is because ransomware
often performs intensive encryption, which can significantly increase CPU usage or create multiple
threads and may communicate remotely with the server. In contrast, status, urn, remote_address.port,
and local_address.ip are essential features for the trojan classifier but not for the ransomware classifier.
This is because trojan typically exploits specific paths to execute malicious processes in the background
and may establish remote connections with an attacker.

Fig. 4 depicts the training accuracy when accumulating the features in order of high importance
weights for the feature importance derived for each attack type. In some cases, the slope of the accuracy
variation is large when certain features are added. This indicates that the contributions of certain
features to the classification accuracy improvement are more considerable than those of others. In
contrast, in cases in which the slope is maintained or decreased, no significant change or degradation in
accuracy is observed after adding features. This is because the feature importance weight is calculated
by considering the contribution of each feature to the statistical performance of a fitted model [33].
Thus, a high feature importance weight does not necessarily correlate with a high contribution to
accuracy improvement.

Figure 4: Accuracy based on feature importance by attack type

Let Fm = {f1, f2, · · · , fm} be a set of m feature vectors. Vm is the array that is concatenated vertically
from f1 to fm, and is used for training the ML model. Acc (Vm) is the accuracy derived by the model
trained using Vm. In addition, Ftop is defined as the set of top-k features with high feature importance
weights selected among Fm, whereas Fnoise and Foptimal are defined as the sets of features classified as
noise and optimal features among Ftop, respectively. The accuracy contribution rate (ACR) in Eq. (1)
takes the argument fk, and ACR (fk) means the accuracy contribution rate when the feature vector fk

is added for the training dataset. If ACR (fk) is 1.5%p or more, fk is classified as an optimal feature,
and if ACR (fk) is 0.5%p or less, fk is classified as a noise feature using Eqs. (2) and (3).

ACR (fk) = Acc (Vm) − Acc (Vm−1) (1)

Foptimal = {fk | fk ∈ arg (ACR (fk) ≥ 1.5), k ≤ m} (2)

Fnoise = {fk| fk ∈ arg (ACR(fk) ≤ 0.5), k ≤ m} (3)

Table 3 summarizes Fnoise and Foptimal in the ransomware and trojan classifiers. Foptimal differs
according to the two attack types, and some features contribute uniquely to the identification of each
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attack type. For example, st_mode is classified as Foptimal for the ransomware classifier and Fnoise for the
trojan classifier. In contrast, local_address.ip is classified as Foptimal for the trojan classifier and Fnoise for
the ransomware classifier. Therefore, four and five features are used in the ransomware and trojan
classifiers, respectively, whereas six features are used in the aggregate, excluding redundant features.

Table 3: Optimal and noise features by attack type

Foptimal Fnoise

Ransomware classifier memory_percent, rss_size,
st_mode, urn

system_cpu_time, user_cpu_time,
num_threads, real_gid, status,
local_address.ip, remote_address.port,
modified, st_ino

Trojan classifier rss_size, memory_percent,
vms_size, urn, local_address.ip

user_cpu_time, system_cpu_time,
status, real_uid, num_threads, real_gid,
state, st_size, modified, st_blocks,
st_ino, st_mode

3.4 Classification
Fig. 5 depicts the overall classification flow of the proposed model. During the first phase, the

ransomware and trojan classifiers operate in parallel to classify activities into the ransomware, trojan,
or benign classes. If both classifiers determine the activity to be an attack, the process progresses to
the second phase. In the second phase, the probabilities of the ransomware and trojan classifier results
are combined to identify the class as ransomware or trojan. Only data points with clear decisions
are classified in the first-phase classification, and data points with high uncertainty are eventually
classified in the second-phase classification.

1) First-phase classification

During the first phase classification, the binary ransomware and trojan classifiers operate in
parallel. If a new attack is identified, a binary classifier can be added to detect the specific attack.
The Python threading module was used to implement each binary classifier [34]. Before training,
the ransomware classifier assigns non_ransomware to the trojan and benign labels, and the trojan
classifier assigns non_trojan to the ransomware and benign labels. The ransomware classifier uses
four ransomware-optimized features for training, and the trojan classifier uses five trojan-optimized
features for training. Both classifiers were modeled using a DT [35]. The parameters were selected as
default parameters provided by the scikit-learn library to create a generalized model that can handle
various types of data. We conducted experiments using three popular ML models: DT, SVM, and RF.
We found that the classification accuracy of our proposed model using DT was higher than that of the
other classification models; thus, we utilized DT for classification.

Table 4 lists the classification results of the first-phase classification. The ransomware classifier
returns the values as true for ransomware and false for non-ransomware, and the trojan classifier
returns the values as true for trojan and false for non-trojan activity. When the results of the two
models differ, the attack is classified as ransomware if the ransomware classifier result is true and as
a trojan if the trojan classifier result is true. If the results of both classifiers are false, the activity is
classified as benign. If the results of both classifiers are true, this indicates high uncertainty for the
data point, so it is difficult to classify it as either ransomware or trojan. If the classifiers cannot make
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a clear decision in the first-phase classification, the system proceeds to the second-phase classification,
and the uncertainty is reduced.

Figure 5: Procedures of proposed model

Table 4: First-phase classification results

Ransomware classifier output Trojan classifier output First-phase classification result

False True Trojan
True False Ransomware
False False Benign
True True Second-phase classification

2) Second-phase classification

The second-phase classification takes data with high uncertainty as input and finally classifies
the activity as trojan or ransomware. If both classifiers determine the activity to be an attack during
the first-phase classification, a function is used to determine the attack type based on the prediction
probability that is associated with each classifier. Subsequently, the probabilities of the ransomware
and trojan classifiers are compared and the classifier result corresponding to the higher probability
is used to classify the attack. Algorithm 1 displays the pseudo-code of the proposed model, which
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operates through data preprocessing, training model generation, optimal feature set derivation based
on feature importance ranking, and attack classification. In step 1, the collected data are loaded and
preprocessed, and in step 2, an individual attack classifier is created. In step 3, the optimal feature sets
are derived using the ACR function. In step 4, the classification prediction result is determined using
two-step classification.

Algorithm 1: Pseudo-code of proposed model
Input: Collected dataset
Output: Classification result
Step 1: Data loading and preprocessing
dataset = data_load(collected_dataset)
preprocessed_dataset = preprocessor(dataset)

Step 2: Generation of detection models
ransomware_classifier() = DecisionTreeClassifier()
trojan_classifier() = DecisionTreeClassifier()

Step 3: Feature importance calculation and selection of optimal feature set
ransomware_feature_importance = PermutationImportance(ransomware_classifier)
trojan_feature_importance = PermutationImportance(trojan_classifier)
ransomware_top_featureset = ransomware_feature_importance[0:N]
trojan_top_featureset = trojan_feature_importance[0:N]
for i in range(N)
if ACR(ransomware_top_featureset[i]) >= 1.5:

ransomware_optimal_featureset.append(ransomware_top_featureset[i])
if ACR(trojan_top_featureset[i]) >= 1.5:

trojan_optimal_featureset.append(trojan_top_featureset[i])
Step 4: Attack classification
predict_ransom = ransomware_classifier(preprocessed_dataset, ransomware_optimal_featureset)
predict_trojan = trojan_classifier(preprocessed_dataset, trojan_optimal_featureset)
for m in range(len(predict_trojan))

if prediction_ransom[m] == 0 and prediction_trojan[m] == 0:
result.append(0) � Classification as benign

elif prediction_ransom[m] == 1 and prediction_trojan[m] == 0:
result.append(1) � Classification as ransomware

elif prediction_ransom[m] == 0 and prediction_trojan[m] == 1:
result.append(2) � Classification as trojan

else
z = 1 if prediction_ransom_proba[m] [1] > prediction_trojan_proba[m] [1] else 2
result.append(z) � Second-phase classification that compares probability

4 Evaluation and Analysis

In this section, we report the experiments performed to evaluate the performance of the ran-
somware and trojan attack detection using the proposed model. The proposed model was evaluated
using Python 3 with scikit-learn on the Jupyter Notebook in Windows 10. Consequently, 2735
ransomware-related logs, 3470 trojan-related logs, and 4195 benign logs were collected, totaling 10,400
logs. The superiority of the proposed method was demonstrated by comparing the accuracies and
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memory usage of the proposed and conventional models in identical experimental environments. A
multi-classification model (Conv-All) using all 18 features [19] was selected as a conventional model.
Conv-All uses all features without a feature selection process for multi-classification of malware
types. A multi-classification top-6 model (Conv-6) that selects the top-6 features with high feature
importances [17] was selected as another conventional model. The number of features of Conv-6 was
set to six, which is the same as the number of features derived by the feature selection technique of the
proposed model.

Fig. 6 shows the accuracies of the conventional and proposed models in the noise environment.
The noise was defined as a labeling error in an ML environment and it was implemented to select a
label randomly among ransomware, trojan, and benign. The accuracy was compared by increasing the
labeling errors, starting from 0% labeling error and incrementally increasing it by 2% up to 50%. All
models exhibited decreased accuracy as the noise increased. Except for some sections, the accuracy
followed the order of the proposed model, Conv-All model, and Conv-6 model. The accuracy of
Conv-6 model was significantly reduced in the noise environment. In the zero-noise environment, the
accuracy of the Conv-All model was 85.76% and that of the Conv-6 model was 78.7%. In contrast,
the accuracy of the proposed model was 87.1% when using only six features, which was approximately
33.3% of the total of 18 features. In the 50% labeling error environment, the accuracies of the Conv-
All and Conv-6 models were 66.29% and 63.12%, respectively, whereas the proposed model exhibited
68.9% accuracy. On average, the proposed model improved the accuracy by approximately 2.95% over
the Conv-All model and 11.67% over the Conv-6 model.

Figure 6: Accuracy based on noise level

The accuracy and memory usage according to the training data size were measured to evaluate
the performance of the conventional and proposed models. The dataset ratio was varied with under-
sampling from 10% to 90% using stratified sampling [36], which assumes the current dataset ratio as
100% and maintains the data distribution ratio. The accuracy for each training data size is shown
in Fig. 7. The overall model training performance gradually improved as the data sampling ratio
increased. In particular, the proposed model exhibited higher performance despite using 66.7% fewer
features compared to the Conv-All model. In the environment with the smallest data size, the accuracy
of the Conv-All and Conv-6 models were 58.65% and 58.64%, and that of proposed model was 65.8%.
On average, the proposed model achieved an accuracy improvement of approximately 6.39% over the
Conv-All model and 14% over the Conv-6 model.
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Figure 7: Accuracy based on data sampling ratio

We used memory_profiler [37], which is a process memory utilization monitoring package in
Python, to evaluate the memory usage. The memory_profiler package can calculate the total usage
and increase or decrease in memory for each code based on the psutil module. In our experiment,
we calculated the memory usage of our proposed model from the data preprocessing phase to the
classification phase using memory_profiler. Fig. 8 depicts the memory usage according to the data
sampling ratio.

Figure 8: Memory usage based on data sampling ratio

The memory usage is related to the complexity and computational overhead of the algorithm. It
can be observed that memory usage increased as the data sampling ratio increased. This is because a
more extensive dataset results in more loaded and trained data following preprocessing. The memory
usage was the highest for the Conv-All model because all 18 features were used. In contrast, the Conv-6
model [17] exhibited relatively low memory usage because it used only some features, and the proposed
model had the lowest memory usage even when the data sampling ratio was high. This is because,
in contrast to the Conv-6 model, which is a multi-classification model that uses the same number of
features, the proposed model processes data on a parallel processing basis during binary classification.
Thus, the proposed model used approximately 88.05% less memory than the conventional Conv-All
model and approximately 44.78% less memory than the Conv-6 model on average, making it the most
efficient from a memory perspective. Therefore, the proposed model can effectively collect and train
data from memory-limited mobile and IoT devices using a small number of features, even in a small
training data environment.
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5 Conclusion

We have proposed binary classifier-based multi-classification techniques using optimal features
for each attack type. The classification performance of conventional intrusion detection methods
deteriorates as the diversity of the attack types increases. In addition, signature-based intrusion
detection methods can only detect predefined attacks, making it difficult to detect new malware
variants effectively. In the case of EDR, many security warnings, including unnecessary data, are
generated continuously, thereby wasting memory resources and degrading the intrusion detection
performance. The proposed method configures parallel binary classifiers to detect ransomware and
trojan attacks. It includes two classification phases to classify each activity as benign, ransomware, or
trojan, with the associated probabilities. Each classifier is trained using optimal features that contribute
to accuracy improvement based on the feature importance derived from the attack type. We compared
the performance of the proposed model to that of a conventional multi-classification model (Conv-All)
and a multi-classification top-6 model (Conv-6) using the top six features based on feature importance.
On average, the proposed model improved the accuracy by 2.95% over the Conv-All model and 11.67%
over the Conv-6 model. In addition, the proposed model improved the memory usage by 88.05%
over the Conv-All model and 44.78% over the Conv-6 model. Our proposed model improves the
accuracy and memory usage by selecting features specific to each type of malware and deploying binary
classifiers in parallel. Thus, this approach not only effectively responds to advanced and diverse new
malware, but also allows for the use of memory-intensive DL techniques. However, the proposed model
has a limitation in that it has not been tested in a network environment in which an actual attack is
performed. In future research, the proposed model will be optimized by configuring the classifier with
DL models to operate with low latency and adapt dynamically to new attack environments. It will also
be tested in a real-world environment with substantial traffic to demonstrate its effectiveness.
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