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ABSTRACT

Feature selection is a crucial technique in text classification for improving the efficiency and effectiveness of
classifiers or machine learning techniques by reducing the dataset’s dimensionality. This involves eliminating
irrelevant, redundant, and noisy features to streamline the classification process. Various methods, from single
feature selection techniques to ensemble filter-wrapper methods, have been used in the literature. Metaheuristic
algorithms have become popular due to their ability to handle optimization complexity and the continuous influx
of text documents. Feature selection is inherently multi-objective, balancing the enhancement of feature relevance,
accuracy, and the reduction of redundant features. This research presents a two-fold objective for feature selection.
The first objective is to identify the top-ranked features using an ensemble of three multi-univariate filter methods:
Information Gain (Infogain), Chi-Square (Chi2), and Analysis of Variance (ANOVA). This aims to maximize
feature relevance while minimizing redundancy. The second objective involves reducing the number of selected
features and increasing accuracy through a hybrid approach combining Artificial Bee Colony (ABC) and Genetic
Algorithms (GA). This hybrid method operates in a wrapper framework to identify the most informative subset of
text features. Support Vector Machine (SVM) was employed as the performance evaluator for the proposed model,
tested on two high-dimensional multiclass datasets. The experimental results demonstrated that the ensemble filter
combined with the ABC+GA hybrid approach is a promising solution for text feature selection, offering superior
performance compared to other existing feature selection algorithms.

KEYWORDS
Metaheuristic algorithms; text classification; multi-univariate filter feature selection; ensemble filter-wrapper
techniques

1 Introduction

The spontaneous development in the production of electronic data from varied sources (emails,
social media sites, online libraries) has brought about an unimaginable advancement in the knowledge
domain making it difficult for humans alone to extract adequate information from a variety of
disciplines [1]. Since most of the accessible data are text-based, text classification (TC) helps to address
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this problem by assigning text documents to different classes [2]. One of the main issues with TC is high-
dimensional data where the number of features is far more than the number of samples. This leads to an
increase in computational time and complexity requiring more powerful hardware and storage spaces
[3]. This has significant effects on the healthcare sector where high dimensional data from medical
imaging can overwhelm computational resources, delaying diagnosis. This could also slow down the
identification of security threats in cybersecurity. While deep learning models automatically extract
relevant features from raw data during the training process, handle large volumes of data, and capture
non-linear relationships, traditional feature selection (FS) methods remain important because they
produce simpler models, reduce computational complexity when resources are limited, and mitigate
overfitting with smaller datasets. Thus, feature selection selects a portion of the relevant features from
the original large dataset by removing the irrelevant and noisy features. This will greatly improve the
model’s efficiency, save time, and increase the overall performance.

Generally, feature selection can be classified into four different techniques namely: filter, wrapper,
embedded, and ensemble [4]. In filter methods, irrelevant and unrelated features are eliminated
while the best feature subset is selected. Filter methods are not based on classification algorithms
for feature selection; this means that this method costs less computing power and usually provides
better results with high-dimensional datasets. It uses statistical methods to select and rank features
based on features’ importance to the target class. Examples are Information Gain (IG), Correlation-
based Feature Selection (CFS), Fisher score, Chi-square (Chi2), Analysis of Variance (ANOVA) and
minimum Redundancy Maximum Relevance (mRMR). By contrast, wrapper methods use predefined
learning algorithms and the predictive performance of a classifier to evaluate the quality of selected
feature sets. The wrapper method is subject to considerable computational costs, but finally, it delivers
a better result than the filter method. It is widely used with optimization algorithms coupled with
machine learning classifiers for feature selection. Examples are feature forward selection, backward
feature elimination, and recursive feature elimination. Embedded methods work directly within the
learning algorithm to select features based on their importance to the model. It is more effective than
wrapper methods because it does not require an iterative evaluation of feature sets. Examples are
L1 regularization and Decision Tree (DT). While the individual feature selection method could be
unstable, the ensemble method combines the results of various feature selection techniques to form
a feature selection ensemble. Individual feature selection methods can be unstable, but the ensemble
method combines results from multiple techniques to create a more reliable feature selection ensemble.
Hybrid techniques create a different approach by combining the selection of features with other
methods, such as dimensionality reduction, transformation, or the Wrapper method. The aim is to
leverage the strengths of different techniques to find more suitable features. While ensembles and
hybrid methods are data-driven, to improve the selection of features, they differ in some respects.
Firstly, ensemble methods make collective decisions based on the combination of multiple feature
selection algorithms while hybrid methods integrate feature selection with other methods. Secondly,
ensemble methods treat feature selection as a separate step in the machine-learning process and can be
applied to a wide range of problems. In contrast, hybrid methods integrate feature selection directly
within a specific modelling process, making them more tailored to specific domains and problems.
Lastly, ensemble methods combine feature selection techniques using approaches like voting, bagging,
stacking, random forest, and boosting [5]. In contrast, hybrid methods combine different feature
selection techniques, such as filter and wrapper methods, wrapper and wrapper methods, or wrapper
and embedded methods [6].
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In recent times, metaheuristic algorithms have been used in solving nondeterministic polynomial
time-hard (NP-hard) optimization problems and difficult search problems by allotting a computa-
tional method to optimize the problem through the iterative generation process to find the near-
best solutions [7]. They have also gained wide popularity in feature selection-related problems of
text classification in the following optimization algorithms: Genetic [8], Ant Colony Optimization
[9], Particle Swarm Optimization [10], Bat [11], Firefly [12], Gray Wolf Optimizer [13], Gravitational
Search Algorithm [14]. They can find global optimality within a limited number of iterations, making
the metaheuristic technique suitable for solving large global optimization problems [15].

Recently, pre-trained language models (PLMs) like BERT (Bidirectional Encoder Representations
from Transformers), DistilBERT (Distilled BERT), RoBERTa (Robustly Optimized BERT Pretrain-
ing Approach), XLNet (Generalized Autoregressive Pretraining for Language Understanding), and
XLM (Cross-lingual Language Model) have achieved impressive results in various natural language
processing (NLP) tasks. These models are advantageous because they reduce the need for extensive
feature engineering and data cleaning. However, since PLMs are designed to be general-purpose, they
might not perform as well on tasks within specific domains [16]. A comparison study of Support
Vector Machine (SVM) and pre-trained language models (PLMs) for text classification has further
demonstrated this point. The literature shows that the SVM classifier performs better than PLMs on
domain-specific datasets, such as the 20 Newsgroups and BBC datasets [17].

However, due to the multi-objective nature of feature selection processes, no one method fits all
cases in the existing literature [18]. The battle confronting the optimization community is how to
get rid of being stuck in local optima and stagnation [19,20]. This study proposes a variation in the
search space selection to avoid being stuck and prevent stagnation. It proposes the combination of
the strength of ensemble filter methods (Chi2, infogain and ANOVA) with the hybrid of metaheuristic
algorithms (ABC+GA) for feature selection optimization. Artificial Bee Colony (ABC) is one of the
Swarm Intelligence (SI) algorithms, first proposed in 2005 [21]. It models the foraging behaviour of
bee colonies. Since its invention, it has drawn much attention for its simplicity and ability to solve
real-world optimization problems, such as quadratic assignment [22], sentiment classification [23],
and automatic programming [24]. While ABC emphasizes exploration it suffers from exploitation
[25,26]. The proposed hybrid is generated by introducing pre-trained model features and weights from
the hybridization of three univariate filter feature selection methods (Chi2, Infogain, and ANOVA)
as input to the ABC model. Thus, the pre-trained model features serve as input to the ABC model,
leveraging the knowledge embedded in the pre-trained model, while the weights serve as coefficients
during the objective function evaluation to emphasize or de-emphasize specific features based on their
importance. The result indicates that the proposed method has the highest fitness score and better
precision than other state-of-the-art optimization algorithms for minimal feature subsets. The main
contributions of this study are stated as follows:

• An algorithm with a multi-objective function aims to maximize relevance and accuracy while
minimizing the number of features and redundancy.

• A similarity-based mutation and random mutation, using pre-trained weights, perturb the
mutation process during the employed bee phase. A tournament-induced strategy for onlooker
bees adds diversity to the population, preventing premature convergence to local optima and
enhancing exploitation.

• An ensemble of multi-univariate filter feature selection methods combined with a hybrid of
ABC and GA (e-ABC+GA) is proposed to achieve the algorithm’s objectives.
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• Experimental comparisons with other advanced optimization algorithms show that the pro-
posed e-ABC+GA achieves the highest fitness scores with a minimal number of features,
demonstrating high precision and justifying the objective function.

The rest of this paper is arranged accordingly: Related works are contained in Section 2. A brief
description of feature selection methods used in this research is presented in Section 3. Section 4
explains the proposed method. Section 5 describes experimental analysis while Section 6 contains the
results and discussion of the findings. Section 7 presents the conclusion and future works.

2 Related Works

Researchers have carried out extensive research with FS using ensemble and optimization algo-
rithms for either single or multi-objective related problems. For ensemble algorithms, the following
works of literature are discussed: Ensemble Feature Selection using Mutual Information (EFS-MI)
combines the subsets using Mutual Information (MI) to reduce the redundancy among the selected
features [27], due to the instability of many feature selection methods, an ensemble method has
been proposed. This method selects the best subsets of features by combining different subsets that
share information between classes and types. The experiments showed a wide range of classification
accuracy. Hesitant Fuzzy Sets-Feature Selection (HFS-FS) is another proposed ensemble FS using
feature relevancy and feature importance for sentiment classification [28]. The relevancy is calculated
through ranking while the importance is estimated through hesitant fuzzy sets. This recorded better
classification precision. Another researcher used a heterogeneous approach of filters to generate
multiple top k feature candidate rankings with various clustering-based methods using the mean-shift
algorithm (EFS-MSCA) [29]. Another researcher proposed ensemble-based filter Feature Selection
(EFFS) [30] for recognizing human activity through the selection of features that are robust to
the placement of sensors with distinctive activities. This resulted in higher accuracy with fewer
features. Other researchers used the VIKOR method as an Ensemble Feature Selection Multi-Criteria
Decision-Making (EFS-MCDM) algorithm for feature ranking through the evaluation of several
feature selection methods as decision-making criteria [31]. The researchers proposed the EFS-MCDM
method, a rank features vector, as an output for users to select a desired number of features. Re-
ranking and TOPSIS-based ensemble feature selection (RTEFS) [32] method used a four-stage feature
selection strategy ranging from feature extraction, through union subset reranking to a multi-objective
genetic algorithm to produce a higher accuracy and F-measure compared to base models. For
optimization algorithms, the following works are highlighted: An improved Binary Global Harmony
Search algorithm (IBGHS) [33] was developed to tackle problems in feature selection by enhancing
the global exploration capacity and improving the speed of convergence. The effectiveness of the
proposed method was evaluated using KNN and the results were able to compete favourably when
compared with other population-based methods. An improved Binary Sparrow Search Algorithm
(iBSSA) [34] was proposed to pick the best features, with increased classification accuracy. KNN,
RF, and SVM were used to evaluate the robustness of the iBSSA. The results showed outstanding
accuracy and precision compared to other metaheuristic algorithms. A multi-objective Feature
Selection with Particle Swarm Optimization (PSOMOFS) [35] was developed for dominance of fuzzy
goodness comparison and global particle leader determination. The result of which displayed a better
performance in exploration and cost. Artificial Bee Colony Feature Selection (ABCFS) [36] was
proposed using ABC as a feature selection method. The results demonstrated that ABCFS improved
the classification accuracy of text documents using the SVM classifier on both real and benchmark
datasets. A fast multi-objective artificial bee colony feature selection (FMABC-FS) was proposed to
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consider both the feature cost as well as classification error as objectives of the algorithm [37]. A novel
Contiguous Convolutional Neural Network (CCNN) was proposed, using Differential Evolution
(DE) for optimization and named the Evolutionary Contiguous Convolutional Neural Network
(ECCNN). Additionally, the researchers introduced a swarm-based Deep Neural Network (DNN) that
utilizes Particle Swarm Optimization (PSO), called Swarm DNN. The performance results showed a
precision of 88.76% for ECCNN and 87.99% for Swarm DNN on 20 Newsgroup dataset [38].

The summary of the related works are summarized in Tables 1 and 2. This multi-objective helps
to obtain improved feature subsets having lesser execution time as compared to other algorithms.
While multi-objective algorithms in the past literature have helped to improve performance, the
challenge of being trapped in local optima or premature convergence persists [19]. Researchers have
advocated upcoming work focusing on combining metaheuristic algorithms [20]. Hence a need to
explore combining other algorithms that can tackle the natural occurrence of optimization-related
issues and also improve performance.

Table 1: Summary of related works on ensemble methods

Ensemble FS methods Reference Dataset Classifier

Ensemble Method using
Mutual Information
(EFS-MI)

Hoque et al., 2018 [29] Five gene expressions
and two network
datasets

KNN, DT,
SVM, RF

Hesitant Fuzzy Sets Feature
Selection (HFS-FS)

Ansari et al., 2019 [30] Movie, book, music NB, SVM

Ensemble Feature Selection
with ranking with mean-shift
algorithm (EFS-MSCA)

Drotár et al., 2019 [31] Madelon, LED, XoR,
CorrAL-100,
high-dimensional
madelon

Adaboost, NB

Ensemble-based Filter
Feature Selection (EFFS)

Tian et al., 2020 [32] 5 subjects KNN, SVM

Multi-Criteria Decision
Making (EFS-MCDM)

Hashemi et al., 2022 [33] 10 datasets Not specified

Re-ranking and
TOPSIS-based ensemble
feature selection (RTEFS)

Fu et al., 2023 [34] 20newsgroup, Reuters SVM, KNN

Table 2: Summary of related works on optimisation methods

Optimisation FS methods Reference Dataset Classifier

An improved Binary Global
Harmony Search Algorithm
(IBGHS)

Gholami et al., 2020 [35] 18 datasets KNN

An improved Binary Sparrow
Search Algorithm (iBSSA)

Gad et al., 2022 [36] 18 datasets KNN, SVM,
RF

(Continued)
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Table 2 (continued)

Optimisation FS methods Reference Dataset Classifier

Multi-Objective feature
Selection with Particle Swarm
Optimization (PSOMOFS)

Hu et al., 2021 [37] 12 datasets Not specified

Artificial Bee Colony Feature
Selection (ABCFS)

Balakumar et al., 2019
[38]

20 Newsgroup SVM

Fast Multi-Objective Artificial
Bee Colony Feature Selection
(FMABC-FS)

Wang et al., 2020 [39] 12 datasets Not specified

Evolutionary Contiguous
Convolutionary Neural
Network (ECCNN) and
Swarm based Deep Neural
Network (Swarm DNN)

Prabhakar et al., 2022
[40]

BBC, 20 Newsgroup CNN, DNN

3 Research Background

The research background will be discussed using the ensemble filter feature selection method and
Artificial Bee Colony.

3.1 Ensemble Filter Feature Selection Method
Filter techniques can be cost-effective and easy to use because the FS task does not involve any

learning model. However, the use of a single filter method is unstable since selection criteria differ
from one method to another. The motivation for the ensemble is to improve the performance of a
single method to produce the most relevant features for their target classes [39]. The ensemble filter
methods are explained below:

Chi-square (Chi2): It is a statistical test used to evaluate the significant association between features
and their target classes. The higher the value, the more its relevance to the target class.

x2 =
∑ (Oi − Ei)

2

Ei

(1)

where: x2 = chi-square, Oi = observed value (actual value), Ei = expected value.

Infogain: It measures the reduction in entropy (uncertainty) about the target variable after
observing a feature. Features having higher infogain are termed informative for distinguishing between
classes.

Infogain (Z, y) = H (y) − H (y|Z) (2)

where: Z = feature matrix, y = target vector, H (y) = target variable entropy.

H (y|Z) = target variable conditional entropy given the feature.

ANOVA: It is a statistical method used to analyze the differences among group means (between-
group variance to within-group variance). Features with higher scores are considered more relevant.
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ANOVA (Z, y) =
(

SSB
k

)
(

SSE
(n−k−1)

) (3)

where: Z = feature matrix, y = target vector

SSB = sum of squares between groups (variance between groups’ means)

SSE = sum of squares within groups (variance within groups’ means)

k = number of groups (classes), n = total number of samples.

3.2 Artificial Bee Colony (ABC)
The ABC algorithm was based on a swarm intelligence population optimization algorithm,

inspired by bees’ intelligent forage behavior. ABC identifies the food source position as a possible
solution to the optimisation problem, with the nectar size of each point indicating the quality and
suitability of the relevant solution. Three types of bees, namely the employed bee, the onlooker
bee and the scout bee, developed food source positions in this population. For the employed bees
who manage random searches in a neighboring region according to their parent feed source and
exchange information with onlooker bees, half of the total population is set aside. The second half
will include onlooker bees which are required to search for better food supply positions with good
solutions selected by the amount of information supplied by employed bees. The scout bees are the
final group of bees. After a scheduled timeframe, any unimproved candidate solution by employed
bees or onlooker bees will be discarded by its employed bee. Looking for a new source randomly in
the entire exploration, this employed bee is to be turned into a scout bee. The term “food source”
is used within the framework of ABC to depict a candidate solution, this can also be referred to as
“individual”. The candidate solution has a very good fitness rating if the food source contains high
levels of nectar. There are four phases in the standard ABC, i.e., initialization, employed bee, onlooker
bee and scout bee. ABC iteratively performs an employed bee, onlooker bee and scout bee phases at
the same time as its initialization phase until a termination condition is met. The following are the
stages of this process.

Initialization phase: ABC initiates its search process with an initial population. Given that the
population contains NFS candidate solutions, each of which is generated according to Eq. (4),

xab = xhigh
b + rand (0, 1) ∗ (

xhigh
b − xlow

b

)
(4)

assuming a = 1, 2, . . . , NFS, b = 1, 2, . . . , D. NFS represents employed bees or onlooker bees’
number; D is the exploration dimension; xb

high and xb
low connote the high and low bound of the bth

dimension, respectively. Also, the fitness value for individual candidate solution is depicted as Eq. (5),

fitness (xa) =
⎧⎨
⎩

1
1 + f (xa)

, if (f (xa) ≥ 0)

1 + |f (xa) |, otherwise
(5)

where: fitness (xa) connotes the fitness value of the ath candidate solution position xa and f (xa) stands
for the objective function value of the food source position xa for the optimization problem.

Employed bee phase: Employed bees are charged with finding new food sources throughout a
wide search area at this stage as depicted by Eq. (6),

va,b = xa,b + φa,b ∗ (
xa,b − xr,b

)
(6)
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where: V a = (va,1, va,2, . . . ,va,D) is the new candidate solution corresponding to the old candidate solution
X a and X r represents a randomly selected candidate solution from the separate population aside X a.
Φa,b represents an equally spaced number ranging from [−1, 1] and b is randomly picked from {1, 2,
. . . , D}. Should the fitness value of va be higher than xa, xa is swapped with va, while the counter for
the repeated unsuccessful updates of the candidate solution position xa is returned to 0. If not, xa is
retained to continue to the subsequent generation and the increment is increased by 1. It is done by a
greedy selection method.

Onlooker bee phase: The onlooker bee phase performs a thorough exploration around engaging
candidate solution. This search behaviour is exploring the neighbour of solution candidates (local
search). Each food source is covered by a selection probability, this can be shown in Eq. (7),

p(xa) = fitness (xa)∑NFS

b=1 fitness (xa)
(7)

where: p(xa) represents the selection probability. The more the fitness value, the greater the selection
probability with a chance of an engaging candidate solution being selected several times. After deciding
the candidate solution to be picked, new food sources are produced by Eq. (6) in line with the employed
bee phase.

Scout bee phase: This phase’s objective is to avoid population inertia, while concurrently devel-
oping new food sources. To keep track of the frequency of sources not updated, a counter is set for
each food resource. Should its counter value exceed the threshold, the employed bee abandons the
candidate solution position with the maximum counter value and turns to a scout bee to commence
the search for a new candidate solution through the path of Eq. (4). Hence, once the new candidate
solution has been updated, its increment is adjusted to zero, and the cycle of search begins afresh.

It is on this premise of ensemble multi-univariate filter feature selection and hybrid of meta-
heuristic algorithm for improved accuracy, feature relevance, and reducing number of features that
the proposed model is based on.

4 The Proposed Method

The high dimensionality of the feature space increases computational complexity and processing
time, which is detrimental to any machine-learning algorithm. Therefore, to enhance performance,
the feature space dimension as well as the computational complexity of the machine learning have
to be reduced. To achieve this, an ensemble of multi-univariate filter feature selection methods (Chi2,
infogain and ANOVA) was carried out through concatenated weighted voting as a first stage process
in the feature selection to remove noisy and irrelevant features as demonstrated in our previous work
[40]. The choice of (Chi2, ANOVA and infogain) filter FS methods is based on different metrics, and
combining these methods works better than using just one. This approach has proven effective in
text classification applications, providing a unique perspective on feature importance. ABC’s ability to
solve real-world optimization problems and its ease of implementation make it a valuable optimization
algorithm.

This will generate features with improved relevance and reduced redundancy and lead to
unique and top-ranked relevant features as output for the next stage. This could be depicted with
Algorithm 1.
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Algorithm 1: Pseudocode for the ensemble of filter feature selection methods
1. Clean Datasets

FOR each dataset in [20_newsgroup, 17_newsgroup]:
Remove headers, punctuations, stopwords, special characters
Convert capital letters to lowercase

2. Split Datasets
Split dataset into train, test, validate subsets
x_train, x_test, x_validate = texts
y_train, y_test, y_validate = categories

3. Encode Categories
y_train = label_encoder fit_transform(y_train)
y_test = label_encoder.transform(y_test)
y_validate = label_encoder.transform(y_validate)

4. Process Texts
FOR each text in x_train, x_test, x_validate:

Tokenize text
Lemmatize text
Convert text to TF−IDF format

features_count = 106105
samples_count = 11307

5. Trim Rare Terms
Remove terms with Document Frequency (DF) < 3
features_count = 28551

6. Feature Selection
chi2_scores = chi2(x_train, y_train)
anova_scores = ANOVA(x_train, y_train)
infogain_scores = infogain(x_train, y_train)

7. Concatenate Scores
filtered_scores = concatenate(chi2_scores, anova_scores, infogain_scores)

8. Select Unique Features
unique_features = select_unique(filtered_scores)

9. Count Frequency
frequency_count = count_frequency(unique_features)

10. Average Multiple Scores
averaged_scores = average_scores(unique_features, frequency_count)

11. Select Features by Frequency
selected_features = []
FOR feature in unique_features:

IF frequency_count[feature] >= 2:
selected_features.append(feature)

ELSE IF feature_has_high_discriminative_score(feature):
selected_features.append(feature)

12. Create MUNIFES
MUNIFES = selected_features

(Continued)
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Algorithm 1 (continued)
13. Repeat for Different FS Sizes

FOR fs_size in range(100, 1000, 100):
Repeat Steps 7 to 12

From the pseudocode, the top I-ranked relevant features were selected using three feature selection
methods over 100 to 1000 iterations, in intervals of 100. Unique features from these selections were
then combined into a single array. The selected features become the input to the ABC+GA algorithm
part. The framework for the proposed feature selection method is represented in Fig. 1.

Figure 1: e-ABC+GA model

From Fig. 1, the reduced feature set selected becomes an input to the ABC+GA algorithm to
obtain the nearest best feature subset. Since the FS problem is binary by nature, Artificial Neural
Network (ANN) was used as an evaluation classifier for each of the candidate solution subsets due to
its effectiveness in various domains including text classification [41].

Initialization phase: From the standard ABC equations discussed above, the algorithm starts
producing a random population of food sources with the ensemble selected features and revises its
population for a global exploration throughout iterations until the stop criteria are met. Each food
source has a fixed [0,1] range, where each element indicates the presence (1) or absence (0) in its
selection. Evaluation of each candidate solution was carried out by ANN classifier. The problem is
to discover the best subset of features that maximizes a predefined fitness function while the fitness
function evaluates the performance of the selected features using a pre-trained model. The evaluation
criteria are based on the fitness of the feature subset. This research adopts a maximization objective
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function of maximizing accuracy [42,43]. It searches for the candidate solution, while maximizing
accuracy (correctly classifying instances), that will yield the highest fitness score with a smaller number
of features.

Employee bee phase: In this phase, the mutation ability of the Genetic algorithm is introduced to
strengthen global exploration through the pre-trained weights from the first layer of a neural network
to perturb the mutation operation and serve as the mutation rate. The dynamic modification of the
mutation rate in the optimization process, due to the variation in the weights of the pre-trained
model features, helps to avoid stagnation and premature convergence, improving the algorithm’s
performance.

This is expressed in Algorithm 2 containing the pseudocode of similarity-based mutation.

Algorithm 2: Pseudocode of the similarity-based solution
first_layer_weights = pretrained_model.layers [0].get_weights() [0]
functional_weights = first_layer_weights [0]
function calculate_mutation_rate(solution, functional_weights):

solution = convert_to_float32(solution)
functional_weights = convert_to_float32(functional_weights)
similarity = dot_product(solution, functional_weights)
mutation_rate = similarity
return mutation_rate

Onlooker bee phase: Tournament selection is a mechanism for selecting individuals for repro-
duction based on a tournament-style competition and the winner from the contestant individuals is
chosen to proceed for crossover. This supports diversification. The selection of the fittest bee in each
tournament promotes exploitation. Hence, preventing the features from being trapped or premature
convergence. The pseudocode of the tournament selection is outlined in Algorithm 3.

Algorithm 3: Pseudocode for the tournament selection
num_onlooker_bees = num_scouts
tournament_size = 5
# Onlooker Bee Phase
for i in range(num_scouts):

parent1 = tournament_selection(population, fitness_scores, tournament_size)
parent2 = tournament_selection(population, fitness_scores, tournament_size)
# Crossover
min_length = min(len(parent1), len(parent2))
crossover_point = random.randint(1, min_length - 1)
# Perform Crossover

new_solution=np.concatenate((parent1[:crossover_point],parent2[crossover_point:]))
# Pad the new solution if it’s shorter than num_features
if len(new_solution) < num_features:

new_solution=np.concatenate((new_solution, np.zeros(num_features -
len(new_solution))))

# Tournament Selection Function
def tournament_selection(population, fitness_scores, tournament_size):

(Continued)
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Algorithm 3 (continued)
tournament_indices = random.sample(range(len(population)), tournament_size)
tournament_fitness = [fitness_scores[i] for i in tournament_indices]
selected_index = tournament_indices[np.argmax(tournament_fitness)]
return population[selected_index]

5 Experimental Analysis
5.1 Datasets

The 20 Newsgroups dataset, a popular standard collection, comprises 18,846 documents gathered
from 20 different newsgroups, and the 17 Newsgroups dataset is a variant of the 20 Newsgroup with
16,075 documents. The dataset is divided into training, validation, and test sets. A validation set is
for hyperparameter tuning and decision-making during training. A summary of the attributes of the
datasets is shown in Table 3.

Table 3: Benchmark datasets

Datasets Classes number Features number Documents number

20 Newsgroup 20 106,105 18,846
∗17 Newsgroup 17 105,657 16,075
Note: ∗17 Newsgroup excepts soc.religion.christian, misc.forsale and alt.atheism classes.

5.2 Measurement Criteria
In this study, fitness score, number of selected features, precision, recall, and F1-score are the

metrics used to evaluate the performance of e-ABC+GA.

Precision = TP
TP + FP

(8)

Recall = TP
TP + FN

(9)

F1 − score = 2 × Precision × Recall
Precision + Recall

(10)

Given TP as True Positives (correctly predicted positives)

TN as True Negatives (correctly predicted negatives)

FP as False Positives (incorrectly predicted positives)

FN as False Negatives (incorrectly predicted negatives).

5.3 Other Metaheuristic Algorithms for Comparison
The metaheuristic-based algorithms are typically categorized into population-based and local

search (single solution) algorithms. Population-based algorithms analyze multiple areas of the search
space simultaneously, aiming to enhance them collectively. This approach helps maintain diversity
within the population and prevents solutions from becoming trapped in local optima. Population-
based algorithms are further subdivided into Evolutionary-based techniques, which include examples
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such as Genetic Algorithm (GA) and Differential Evolution (DE), and Swarm-intelligence Algorithms
like Particle Swarm Optimization (PSO), Artificial Bee Colony Optimization (ABC), Ant Colony Opti-
mization (ACO), and Bat Algorithm (BA). For this evaluation, both evolutionary-based techniques
(DE and GA) and swarm-intelligence algorithms (PSO and ABC) will be utilized for comparison with
the proposed method.

6 Results and Discussion
6.1 Performance Analysis of e-ABC+GA

To verify the performance of e-ABC+GA with other metaheuristics algorithms, fitness score,
number of selected features, class-specific metrics of precision, recall, and F1-score were used for
comparison. The statistical significance of the proposed method was also calculated.

6.1.1 Fitness Scores Comparison

The fitness score comparison is shown in Figs. 2 and 3 for 20 Newsgroup and 17 Newsgroup.

Figure 2: Fitness score comparison for 20 Newsgroup

Figure 3: Fitness score comparison for 17 Newsgroup
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It can be seen from Figs. 2 and 3 that the fitness scores of e-ABC+GA are higher than those of
other metaheuristic algorithms that use the same ensemble features as input across iterations, ranging
from 100 to 1000 for both datasets. This justifies the maximization objective function.

6.1.2 Number of Selected Features Comparison

The performance of e-ABC+GA is evaluated by the features selected number in comparison with
the ensemble features as shown in Tables 4 and 5.

Table 4: Percentage of selected features number reduction for 20 Newsgroup

Methods 100 200 300 400 500 600 700 800 900 1000 Average %

Ensemble 103 212 321 426 485 562 644 721 803 882
e-ABC+GA 66 114 142 210 233 259 320 368 404 441
% Reduction 64.1 53.8 44.2 49.3 48.0 46.1 49.7 51.0 50.3 50.0 50.7

Table 5: Percentage of selected features number reduction for 17 Newsgroup

Methods 100 200 300 400 500 600 700 800 900 1000 Average %

Ensemble 105 209 319 396 459 540 625 702 774 856
e-ABC+GA 57 108 134 195 231 249 311 340 361 435
% Reduction 54.3 51.7 42.0 49.2 50.3 46.1 49.8 48.4 46.6 50.8 48.9

Tables 4 and 5 show across iterations (100 to 1000) that there is a 50.7% and 48.9% reduction on
average in the number of selected features for 20 Newsgroup and 17 Newsgroup when compared with
the selected features from ensemble input features. This has revealed that e-ABC+GA method has
improved the efficiency of the classification by reducing model complexity. This will in turn enhance
the performance of the model.

6.1.3 Class-Specific Metrics of e-ABC+GA with Existing Methods

To understand the behavior of the proposed method across the classes, it was compared with an
existing method using precision, recall, and F-measure. Balakumar and Mohan [36] used ABC as a
feature selection technique to classify 20 Newsgroup documents based on their content on the SVM
classifier (ABCFS). The comparison is shown in Table 6 between ABCFS and e-ABC+GA.

Table 6: Performance of e-ABC+GA across classes on SVM classifier–20 Newsgroups

Classes Algorithms Precision Recall F-measure

rec.sport.hockey ∗ABCFS 0.668 0.634 0.651
e-ABC+GA 0.78 0.73 0.75

rec.motorcycles ∗ABCFS 0.61 0.624 0.617
e-ABC+GA 0.96 0.6 0.74

rec.sport.baseball ∗ABCFS 0.715 0.623 0.666

(Continued)
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Table 6 (continued)

Classes Algorithms Precision Recall F-measure

e-ABC+GA 0.94 0.44 0.59
rec.autos ∗ABCFS 0.798 0.723 0.759

e-ABC+GA 0.83 0.49 0.62
sci.crypt ∗ABCFS 0.611 0.625 0.618

e-ABC+GA 0.91 0.63 0.74
sci.med ∗ABCFS 0.671 0.682 0.676

e-ABC+GA 0.56 0.41 0.47
comp.windows.x ∗ABCFS 0.703 0.764 0.732

e-ABC+GA 0.53 0.52 0.53
sci.space ∗ABCFS 0.758 0.744 0.751

e-ABC+GA 0.8 0.63 0.71

Note: ∗Adopted from Balakumar et al. [36].

It could be observed from Table 6 comparison between the ABCFS and proposed e-ABC+GA
on eight classes of 20 Newsgroup, that despite the 50.7% reduction in the number of features of e-
ABC+GA, it could compete favorably with ABCFS in many of the classes recording a 96% precision
in rec.motorcycles class. However, there were trade-offs in sci.med and comp.windows.x classes where
ABCFS outperformed e-ABC+GA.

6.1.4 Statistical Significance

To ascertain the strength of the proposed model, a statistical test (t-test) that compares the results
of values across intervals is employed using 95% confidence level based on the p-values was used.
Tables 7 and 8 show the details of the comparison.

Table 7: t-test comparison between e-ABC+GA and other algorithms–20 Newsgroup

Methods t-statistic p-value Significant

e-ABC+GA AND e-ABC 4.882307467 0.000868607 +
e-ABC+GA AND e-PSO 5.658721965 0.000310139 +
e-ABC+GA AND e-DE 4.390694912 0.001743791 +
e-ABC+GA AND e-GA 4.232298673 0.002199138 +

It could be seen that the proposed method has statistical significance with 95% confidence across
all other metaheuristic algorithms on both datasets. This further strengthens the superiority of the
proposed method.
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Table 8: t-test comparison between e-ABC+GA and other algorithm–17 Newsgroup

Methods t-statistic p-value Significant

e-ABC+GA AND e-ABC 7.704327706 0.0000299 +
e-ABC+GA AND e-PSO 8.664492747 0.0000116 +
e-ABC+GA AND e-DE 8.175781319 0.0000186 +
e-ABC+GA AND e-GA 5.286102676 0.0005031 +

6.2 Discussion
The high dimensionality of the 20 Newsgroups dataset increases computational complexity and

processing time. To enhance performance, we used an ensemble of Chi2, ANOVA, and Information
Gain methods to remove noisy and irrelevant features, reducing the feature space. The resulting
features were then input into a hybrid of ABC (Artificial Bee Colony) and GA (Genetic Algorithm)
for further optimization. This hybrid approach focuses on maximizing a fitness function that directly
measures solution quality. The result is a reduced feature set with the highest fitness score. It was seen
that the proposed method e-ABC+GA produced the highest fitness scores across iterations ranging
from 100 to 1000 at the interval of 100 across 20 Newsgroup and 17 Newsgroup datasets. This position
was confirmed with other metaheuristic algorithms (swarm intelligence–ABC, PSO, and evolutionary–
GA, DE) which demonstrated the superiority of e-ABC+GA. It was also confirmed that the proposed
method produced an average of 50.7% and 48.9% respective reductions in the number of features
selected compared with the input features (ensemble) in 20 Newsgroups and 17 Newsgroups. The
behaviour of the proposed model across classes was tested on precision, recall and F1-score on the
SVM classifier, despite the 50.7% and 48.9% reductions in the number of selected features, it competed
favorably with 96% precision on 20 Newsgroup datasets. e-ABC+GA was statistically significant with
95% confidence using a t-test compared to other metaheuristic algorithms. All these have justified the
improvement recorded by the proposed method (e-ABC+GA). Generally, optimization approaches
to feature selection consume a lot of system memory due to the many iterations needed to find near-
optimal solutions.

7 Conclusion and Future Works

The research work initiates a new approach to address the text feature selection problem using text
classification which hybridizes an ensemble of multi-univariate filter feature selection methods (Chi2,
infogain and ANOVA) with wrapper approaches of ABC+GA using SVM classifier. This method
is termed e-ABC+GA. The top-I ranked features selected from the concatenation of the ensemble
features of Chi2, infogain and ANOVA were passed as input to the wrapper ABC. This ensemble
selection through weighted voting was to eliminate irrelevant and noisy features and reduce the local
and global search spaces. The perturbation introduced through the variation in the pre-trained model
weights at the employed bee phase with GA tournament selection and crossover in the onlooker bee
phase has strengthened the local search from stagnation. This has enabled the ABC+GA to generate
an improved subset of important features from top relevant selected features. The proposed method
has achieved a better performance than other swarm intelligence and evolutionary algorithms in
the literature using fitness score as a metric for evaluation. The comparison with existing methods
using F-measure, recall, and precision recorded 96% precision on 20 Newsgroups has confirmed the
efficiency of e-ABC+GA as a favourable approach for addressing feature selection-related problems
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in text classification. However, the proposed method has only been verified using the SVM classifier.
In the future, verification with other classifiers is still needed. Additionally, the recall metric needs
improvement for better performance across all classes.
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