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ABSTRACT

Electric motor-driven systems are core components across industries, yet theyre susceptible to bearing faults.
Manual fault diagnosis poses safety risks and economic instability, necessitating an automated approach. This
study proposes FTCNNLSTM (Fine-Tuned TabNet Convolutional Neural Network Long Short-Term Memory),
an algorithm combining Convolutional Neural Networks, Long Short-Term Memory Networks, and Attentive
Interpretable Tabular Learning. The model preprocesses the CWRU (Case Western Reserve University) bearing
dataset using segmentation, normalization, feature scaling, and label encoding. Its architecture comprises multiple
1D Convolutional layers, batch normalization, max-pooling, and LSTM blocks with dropout, followed by batch
normalization, dense layers, and appropriate activation and loss functions. Fine-tuning techniques prevent over-
fitting. Evaluations were conducted on 10 fault classes from the CWRU dataset. FTCNNLSTM was benchmarked
against four approaches: CNN, LSTM, CNN-LSTM with random forest, and CNN-LSTM with gradient boosting,
all using 460 instances. The FTCNNLSTM model, augmented with TabNet, achieved 96% accuracy, outperforming
other methods. This establishes it as a reliable and effective approach for automating bearing fault detection in
electric motor-driven systems.
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1 Introduction

Manufacturing industrial machinery and equipment relies heavily on electric motor-driven sys-
tems [1]. Agribusiness, textiles, and transportation are among the industries that utilize these systems.
As shown in Fig. 1 (https://uk.rs-online.com/web/generalDisplay.html?id=solutions/electric-motors-
how, accessed on 30 July 2024), bearings are one of the most important parts of electric motors. The
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bearings are located near the exit point of the shaft and prevent direct contact between metal parts
of the machine that are in relative motion. Doing so prevents friction, wear and tear, and overheating
in electric motors. Despite their importance, machines and electronics driven by electric motors are
susceptible to failures and faults [2]. Economic losses, productivity losses, environmental disasters, and
even safety risks can be associated with any failure of these systems. The abovementioned concerns
highlighted the need for timely and efficient fault diagnosis in electric motor-driven systems [3]. Early
fault diagnosis can prevent economic losses and improve the reliability and performance of machines
and equipment [4].
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End Bracket

Figure 1: Parts of electric motors

Over the years, several traditional methods have been employed to tackle bearing fault diagnosis in
electric motor-driven systems. The vibration analysis method [5] was used for the early fault detection
and diagnosis in electrical motors. In this study, the authors analyzed the vibration spectrum created
by the specific frequencies of electrical faults. The graphs were generated in MATLAB, and the model
performed well. However, this paper gave no results for when the electric motor vibrates under all
external forces. Another study [6] used the current signature analysis method to detect and diagnose
faults in electric motors. This method works by analyzing the current waveforms generated by faulty
motors. The results of this study showed efficient fault diagnosis. However, they could not perform
under some abnormalities, such as incorrectly identifying gearbox components due to a broken rotor
bar. Thermographic techniques were also introduced to diagnose faults in electrical and mechanical
motors [7]. These techniques diagnosed faults with the help of infrared imaging by detecting overheated
sections in the motor, which were the reason for potential faults.

Other methods utilized Acoustic Emission (AE) analysis to detect faults in electric motor-driven
systems. This approach used AE signals to efficiently diagnose the faults by analyzing the variable
rotational speed [8]. Expert systems were also among the traditional methods used for fault diagnosis
in electric motors. In these systems, knowledge-based approaches were designed that utilized expert
inputs and rules to detect machine faults [9]. While these traditional methods have been useful to
some extent, they suffer from limitations such as reliance on domain expertise, inability to handle large
datasets, and the need for manual feature extraction, which can be time-consuming and error-prone.

Electric motor-driven systems have been revolutionized in recent years by the advancement in
machine and deep learning techniques. Various algorithms based on these techniques have been
proposed and utilized for automated fault diagnosis. Support Vector Machine (SVM) algorithms
have been used to detect and diagnose faults in electric motors. In a study [10], faults, including
broken rotor bars, bearing faults, unbalanced rotors, and bowed and misaligned rotors, were efficiently
diagnosed with the help of the SVM model. This study extracted and considered features like time
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domain features, eight moments, standard deviation, skewness, and kurtosis. Apart from the good
performance, this study achieved diagnosis results against limited data cases. Decision trees with 22
classes were used to detect faults in open circuits of voltage source inverters. The model performed
well on all the evaluation metrics and was considered an effective method for diagnosing inverter
faults. However, the authors mentioned that the model’s performance should be assessed using multiple
motor configurations [11].

Another efficient approach, Random Forest, was implemented to diagnose faults in line start-
permanent magnet synchronous motor (LS-PMSM). The model detected faulty and healthy LS-
PMSM well by combining the predictions of 1000 decision trees over all the extracted features.
However, after comparing the results of random forests with other approaches, the authors concluded
that other approaches also gave high accuracies; practitioners should be flexible in choosing the
algorithm and not be limited to random forests [12]. The K-nearest algorithm (KNN) was then used
to detect the fault and severity of that fault in three-phase induction motors. This algorithm worked by
measuring the distance between query scenarios and accessing overall training metrics. The algorithm
achieved high accuracy overall but was limited to three-phase induction motors only [13].

The Naive Bayes algorithm was also used to detect bearing faults in the induction motor. FFT
(Fast Fourier Transform) analysis was also performed in this study. The bearing faults were categorized
into distributed and localized faults. The model performed well and gave promising results compared
to the SVM model. However, during the analysis, the rotator speed was not considered [14]. In another
study, FFT analysis was combined with principal component analysis to diagnose faults in induction
motors [15]. The FFT was used to analyze induction motors based on frequency domains. PCA
(Principal Component Analysis) was used for feature selection. The study showed exceptional fault
diagnosis results based on frequency and amplitude.

In another study, analysis of vibration signals was conducted using Convolutional Neural Net-
works (CNN) with Short-time Fourier Transforms (STFT) [16]. The STFT is a time-frequency-based
feature map. The method was validated by simulating six different faults on an experimental bench.
The results confirmed that this method could efficiently detect faults in electric motor-driven systems.
An Autoencoder network was designed and implemented for fault diagnosis in electric motors. This
study used deep neural networks and vibration signals to detect faults efficiently [17]. Compared
with SVM, CNN, Multi-layer Perceptron (MLP), and other methods, this unsupervised model was
considered the most effective for fault diagnosis. Some of the other useful approaches, such as LTSM
[18] (Long Short-Term Memory Network) and RNN [19] (Recurrent Neural Network), were also
used for fault diagnosis. While these machine and deep learning approaches have shown promising
results, they still face challenges in dealing with highly complex and diverse motor-driven system data.
Additionally, their performance heavily relies on appropriate feature engineering and hyperparameter
tuning [20].

As a solution to these limitations, Deep Neural Networks (DNNs) emerged as a powerful subset of
deep learning models that produce hierarchical representations based on raw data, eliminating the need
to manually construct feature representations [21]. The use of these networks has shown remarkable
success in various applications, including image and speech recognition and now fault diagnosis. An
analysis of machinery fault diagnosis was presented in a study using a deep learning-based method
based on domain generalization [22].

This paper proposes the development of a fine-tuned deep neural network tailored for efficient
fault diagnosis in electric motors. By harnessing the power of deep neural networks to achieve
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heightened accuracy, robustness, and scalability in automated fault diagnosis of electric motor-
driven systems, this advanced neural network significantly enhances fault diagnosis, reducing down-
time, optimizing energy consumption, and bolstering industrial reliability. Such advancements hold
transformative potential for diverse industries, including manufacturing, automation, and renewable
energy, by improving overall productivity and maintenance strategies.

The research objective encompasses the following key aspects:

1. Development of the Fine-Tuned TabNet Convolutional Neural Network Long Short-Term Mem-
ory (FTCNN-LSTM) Algorithm: To introduce the FTCNN-LSTM algorithm, a novel and
comprehensive approach that merges Convolutional Neural Networks (CNNs) and Long
Short-Term Memory (LSTM) networks with TabNet for efficient feature extraction, sequen-
tial modeling, and interpretability. This algorithm represents a significant methodological
advancement in the field of fault diagnosis for electric motor-driven systems.

2. Enhanced Pre-Processing Techniques: Another key objective is demonstrating the effectiveness
of segmentation and normalization techniques, including Feature Scaling and label encoding,
in pre-processing the Case Western Reserve University (CWRU) bearing fault data. These
pre-processing methods are critical for improving the performance and reliability of the fault
diagnosis model and contribute to the methodology.

3. Optimized Model Architecture: To present an optimized model architecture that includes
1D Convolutional layer, batch normalization, max-pooling functions, LSTM blocks with
dropout, batch normalization, dense layers, and appropriate activation and loss functions.
The fine-tuning of this architecture prevents overfitting and is a noteworthy methodological
contribution.

4. Comparative Evaluation: To includes the comparative evaluation of the FTCNN-LSTM model
against other established approaches, such as CNN, LSTM, CNN-LSTM combined with
Random Forest, and CNN-LSTM with Gradient Boosting. This comparison, based on per-
formance metrics, contributes methodological insights into the effectiveness of the proposed
approach.

The remaining paper is prepared as the introduction summarizes the research problem and its
significance, setting the stage for the study. The materials and methods section describes the study
design, including the participants, data collection procedures, and statistical analysis. The results
section explains the study’s outcomes, including tables and figures that help illustrate the data.
The discussion section interprets the results, discussing their implications for the research question
and identifying study limitations. Finally, the conclusion summarizes the main findings and their
significance, highlighting any implications for future research.

2 Materials and Methods
2.1 Dataset Description

This study utilized the CWRU fault-bearing diagnosis dataset. Research studies using deep
learning algorithms have used the CWRU fault-bearing diagnosis dataset to detect and diagnose
machinery faults. The dataset includes 2 horse-power (HP) motors, dynamometers, torque sensors, and
control electronics to evaluate motor performance. The faults presented in the dataset are intentionally
introduced through electric spark-induced damage, which serves as controlled artificial damage.

e “DE” indicates drive end data.
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e “FE” stands for fan end data.

e “BA” indicates base accelerometer data.

e “time” represents a time series of data.

e “RPM” indicates the speed during measurement.

During the drive end-bearing experiments, vibration data from normal and faulty bearings were
collected at 12,000 and 48,000 samples per second (samples/sec). Twelve thousand samples/sec were
collected for all the Fan End (FE) bearing data. The dataset covers a range of defects and is classified
into ten major classes, including healthy or normal motors, electric motors with ball faults, machines
showing inner race faults, and motors with outer race faults. The outer race faults were recorded at 3,
6, and 12 o’clock positions, with defect diameters of 0.007, 0.014, and 0.021, respectively. The dataset
corresponds to specific conditions: 1 HP motor load, 1772 RPM shaft speed, and a frequency of 48
kHz. There are nine selected parameters for fault identification prediction, including max, min, mean,
standard deviation, kurtosis, crest factor, shaft speed/RMS, skewness, and form factor.

The CWRU fault-bearing diagnosis dataset is a valuable resource for researchers and engineers
working on predictive maintenance for industrial machinery. It provides an opportunity to develop and
test new algorithms for fault detection in electric motor-driven systems. The dataset is freely available
on Kaggle for researchers to download and use in their projects.

2.2 Dataset Pre-Processing

In pre-processing, extracted the most relevant features from the vibrational signal record. From
each file, the following features were extracted: “max,” “min,” “mean,” “sd” (standard deviation),
“rms” (root mean square), “skewness,” “kurtosis,” “crest,” “form,” and a categorical “fault” label,
which represents different fault conditions of the bearings.

To prepare the data for machine learning, first separates it into two main components: the feature
set (denoted as ‘X’) and the target variable (denoted as ‘y’). The feature set includes quantitative
attributes like “max,” “min,” “mean,” “sd,” “rms,” “skewness,” “kurtosis,” “crest,” and “form.” These
features are essential for making predictions about the bearing’s condition. The “fault” column,
representing categorical fault labels, is assigned to the target variable ‘y,” which will be used to train
and evaluate machine learning models.

99 ¢¢ 99 ¢¢ 99 ¢¢

To enable the use of machine learning algorithms, particularly those that require numerical inputs,
a label encoder is applied to the “fault” column. This encoding process converts the categorical fault
labels into corresponding numerical values, making it compatible with various algorithms. Following
this, the dataset is split into training and testing sets, allocating 80% of the data for training and the
remaining 20% for testing. The use of a random seed (42) ensures the reproducibility of this data split,
which is crucial for model evaluation.

To ensure that the features are on a consistent scale and avoid issues related to different units
or scales among attributes, the code standardizes the features using StandardScaler. Standardization
transforms the features to have a mean of 0 and a standard deviation of 1, which is a common
preprocessing step in machine learning. Finally, for those interested in applying a 1D CNN to this
dataset, the code reshapes the data. This reshaping step adds an additional dimension (channel) to the
feature data, which is often necessary for feeding sequential or time-series data into CNN architectures.
In summary, this step prepares the dataset with specific columns related to bearing attributes for
subsequent machine learning or deep learning tasks, including the potential use of a 1D CNN. Dataset
pre-processing steps are also shown in Algorithm 1.
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Algorithm 1: Data preprocessing for bearing dataset
1: Input: CSV file path: csv_file_path
2: Output: Preprocessed training feature set: X _train_reshaped,
3: Preprocessed testing feature set: X_test_reshaped,
4. Encoded target variable: y_encoded
5: Load Data:
6: data < ReadCSV (csv_file_path)
7: Data Preparation:
8: X < ExtractFeatures (data [“max”, “min”, “mean”, “sd”, “rms”, “skewness”, “kurtosis”, “crest”,
“form”])
9: y < ExtractColumn(data, “fault”)
10: Encoding the Target Variable:
11: y_encoded < LabelEncode(y)
12: Data Splitting:
13: X_train, X_test, y_train, y_test < TrainTestSplit(X, y_encoded, 0.2)
14: Feature Scaling:
15: X_train_scaled < StandardScale(X _train)
16: X _test_scaled < StandardScale(X_test)
17: Data Reshaping for 1D CNN:
18: X _train_reshaped < AddChannel(X_train_scaled)
19: X _test_reshaped < AddChannel(X_test_scaled)
20: Data Reshaping for Tabnet:
21: X_train_2d < Flatten(X_train_scaled)
22: X _test_2d < Flatten(X _test_scaled)
23: X _train_reshaped, X _test_reshaped, y_encoded, X _train_2d, X _test_2d

2.3 CNN and LSTM Model

Convolutional Neural Networks, known as simple computational models, represent the mam-
malian visual cortex. The CNNs are biologically inspired by feed-forward ANNs (Artificial Neural
Networks). They are categorized into 1D, 2D, and 3D CNNs based on the problem the Model
addresses. 2D and 3D CNNs focus on image and video data processing. 1D-CNNs process audio and
text recognition (e.g., time series data). Among all CNN models, 1D-CNNs are considered the best
tool for time series data processing, prediction, and identification [23,24]. They have gained popularity
in bearing fault diagnosis due to their ability to extract valuable features from vibration signal data.
These networks outperform other models because they can automate feature extraction, handle non-
linearity, and provide fault localization. In this Model, the base layer (CNN layer) is a fundamental
component that extracts all significant features from the given input data (vibration signal). The output
of a convolutional layer in the CNN model can be represented by the following equation for a single
feature map at position (7, j):

Oli, 1=1 (DU %K) +b) (1)

where O[i, j] represents the output feature map value given at the (i, j) position in the CNN layers, /
states the value of the input feature map, K is the convolutional kernel (filter) applied to the input, b
is the bias term which introduces an offset in the feature map, /() is an activation function that helps
the Model catching complex features or patterns by introducing non-linearity in the Model. Many
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activation functions are associated with CNNs like SoftMax, ReLU (Rectified Linear Unit), Tanh,
and Sigmoid. For bearing fault diagnosis problems, the Sigmoid function is the best choice because
it involves multiple classes. Each Convolutional layer of the CNN model is connected to the Pooling
layer, which works by reducing the spatial dimensions present in the feature map while retaining the
crucial information coming from the CNN layers. In the bearing fault diagnosis problem, max-pooling
is the most commonly used pooling operation. The equation for the max-pooling operation is given
as follows:

H[x, yJ=max(M[x-s:x-s+ (k, y)-s:y-s+ k] 2)

where HJ[x, y] gives the feature map’s output value at a specific position (x, y) in the pooling layer,
M 1is the input feature map from the previous layer, s is the step size, also known as stride at which
the pooling window (typically a square window of size k x k) moves over the input feature map, k is
the size of the pooling window (typically 2 x 2 or 3 x 3), max () is the max-pooling operation, which
computes the maximum value within the pooling window. LSTM is a type of RNN layer (recurrent
neural network) used in various sequential data processing tasks, including time series analysis and
natural language processing.

LSTM layers are designed to capture long-range dependencies and handle data sequences by
capturing important information from previous time steps with the help of a hidden state vector. A
typical LSTM block consists of three gates. These gates include input, forget, and output gates. An
activation function controls each gate to introduce non-linearity (the sigmoid function). These gates
and a memory cell work together to control the movement of information within the LSTM cell. The
input gate has the task of deciding what information given in the input data will be stored in the
memory. Then, the other gate (forget gate) decides what information taken from the memory cell will
be forgotten and retained. Lastly, the output gate decides what piece of information taken from the
memory cell will be considered to compute the output. The equations for these three gates are given
as follows:

Xo = SlngId(Qv : [kp—la rp] + dx) (3)
Yo = sigmoid(Q, - [k, 1, 1] +d,) 4)
z, = sigmoid(Q. - [k, 1, r,] + d.) (5)

where x,, y,, and z, denote the input, forget, and output gates, respectively. Q., O,, and Q. represent
the weight matrix of each gate. k,_;, shows the output of the previous hidden state of the LSTM block,
and r, is the input of the current state. d,, d,, and d. denote the biases for each gate. Sigmoid is the
activation function. For v, representing the cell state vector of the hidden layer, the equation for the
hidden state is given as:

k, =z, - tanh(v,) (6)

2.4 FTCNNLSTM Architecture Overview

The proposed system aims to enhance bearing fault diagnosis in electric motor-driven systems by
integrating two powerful neural network architectures: CNN-LSTM and TabNet. This integration,
known as FRCNNLSTM, seeks to leverage the feature extraction capabilities of CNN-LSTM along
with the interpretability and classification prowess of TabNet. By merging these architectures, the
goal is to achieve higher accuracy and improved performance in diagnosing faults from time-series
vibration data.
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TabNet is a novel attention-based neural network architecture primarily used for tabular data
analysis and classification tasks. It employs a structured attention mechanism to interpret and select
important features while performing classification. The architecture consists of shared and attentional
layers, utilizing Gated Linear Units (GLU) to effectively learn patterns and relationships within
the data. TabNet’s key strength lies in its ability to offer interpretability alongside strong predictive
performance.

The TabNet architecture comprises several key components: Shared and Attentional Layers: These
layers, with specified dimensions (n_d and n_a), facilitate feature selection and learning important
patterns within the data. Steps and Sparsity Control: TabNet operates through a series of steps (n_steps)
while controlling sparsity using a relaxation parameter (gamma). GLU: These units, organized
in independent and shared sets (n_independent and n_shared), enable effective feature selection
and information flow within each step of the architecture. Batch Normalization: Utilizing batch
normalization with a specified momentum value (momentum) aids in stabilizing and accelerating the
training process.

In the FTCNN-LSTM architecture, TabNet is introduced as a classifier after the CNN-LSTM
layers. This integration facilitates a comprehensive approach to fault diagnosis. The CNN-LSTM
layers extract temporal patterns and dependencies from the time-series vibration data, while the
TabNet classifier operates on the extracted features to enhance interpretability and perform the final
classification.

The CNN-LSTM model can also handle complex temporal sequence problems by increasing
the accuracy and efficiency of prediction. Thus, the combination of FTCNN-LSTM networks is a
powerful architecture for time-series data (bearing fault diagnosis in electric motor-driven systems).
This architecture leverages the feature extraction capabilities and the sequential modeling abilities.
Fig. 2 represents the flow of the FTCNNLSTM architecture for CWRU bearing fault diagnosis data
while Table 1 shows the architecture detail of the CNN-LSTM model:

Proposed Model Architecture

)

Preprocessed Dataset Using Algorithm 1

I

CNN-LSTM
="

Patterns & Dependencies LSTM Layers — Extracted Features
—— Convolutional Layers —¥

'

Feature Extraction

I

TabNet

Attentional Layers Feature Selection & Interpretability — Classification
— Gated Linear Units —

I

Fault Diagnosis Class

Figure 2: Architecture of FTCNNLSTM model
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Table 1: Data flow through model layers

Layer (type) Output shape Param #
Convld (ConvlD) (None, 7, 128) 512
Max_poolingld (MaxPooling1 D) (None, 3, 128) 0

Lstm (LSTM) (None, 3, 64) 49,408
Lstm_1 (LSTM) (None, 3, 64) 33,024
Dropout (Dropout) (None, 3, 64) 0
Flatten (Flatten) (None, 192) 0
Dense (Dense) (None, 128) 24,704
Dense_1 (Dense) (None, 64) 8256
Dropout_1 (Dropout) (None, 64) 0
Dense_2 (Dense) (None, 10) 650
Total params 116,554
Trainable params 116,554
Non-trainable params 0

After loading the time series (vibrational signal), data from the CWRU dataset was segmented
into fixed-length windows or sequences. The neural networks are efficiently trained over input data
of consistent shape. The window size of 2048 samples was selected for segmenting the vibration
signal data. For each window, the data was extracted as one sequence. These sequences served as
individual data points for training the FTCNNLSTM model. After the segmentation task, another
pre-processing technique, “Normalization,” was applied to the data. For the stability of the training
process, the normalization technique helps in scaling each data point consistently. The equation for
normalization is given as:

N=Z2E ™
o

N, represents the normalized data, X represents the data, u represents the mean of the data and
o denotes the standard deviation. For the prevention of data leakage, normalization was separately
performed for training, validation, and testing datasets. The input layer of the FTCNN-LSTM model
accepts the pre-processed (segmented and normalized) data. This layer is one of the CNN layers
that will further extract features. A series of 1D-CNN layers captured local patterns by applying
the learnable filters. The activation function sigmoid discussed previously is applied after each
convolutional operation for introducing non-linearity and modeling the probability of class outcomes.
The mathematical working of sigmoid is given as:

1
8
I +e ®)

where i is the input given to the sigmoid function, the max-pooling function is applied after the
CNN layer. The significance and equation of this function are already discussed above. The hierarchal
features are extracted by stacking multiple convolutional layers. The output of CNN layers is given
as input to the LSTM layers. These LSTM layers then model the temporal dependencies. The LSTM
cells were configured first with 64 and then 128 units. It is a crucial step in determining the Model’s

o(i) =
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capacity to capture temporal dependencies and patterns in the data. Dropout layers were further added
to prevent overfitting. A dropout layer prevents the network from memorizing the training data by
randomly dropping neurons during training. These layers support the network’s ability to learn more
general and robust features. Mathematically, the dropout process can be expressed as:

bm; ~ Bernoulli(dr) ©)

In,
. ! 10
1 —dr (10)

0[ = bm,«

bm; represents the binary mask of i neuron, dr is the specified dropout rate. In; is the given input
to the i” neuron. O, denotes the output of the i neuron after applying the dropout. A dropout-trained
model is more likely to generalize well to unseen data, making it suitable for tasks like bearing fault
diagnosis, where robustness is essential.

Afterward, the output from the CNN-LSTM layers is fed into the TabNet classifier. Here, TabNet
leverages its attention-based mechanism to discern essential features and provide interpretability while
making the final predictions for bearing fault diagnosis.

Z,=SD-X,+b) (11)

where Z, is the output vector in the dense layer. S is the sigmoid function applied element-wise to
the output. D represents the weight matrix. X, is the input vector in the dense layer. b denotes the
bias vector applying bias terms in each neuron of the dense layer. The network is analyzed using
a categorical cross-entropy loss function for bearing fault diagnosis. This loss function is the most
suitable function for classification problems like bearing fault diagnosis. The loss function indicates
how dissimilar the true class labels are from the predicted class probabilities based on the difference
between the two values. Mathematically, the categorical cross-entropy loss function is represented as
follows:

L( Kruea Ypred) - - Z(Krue, i” log( Ypred, z)) (12)

Y. represents the true label of ground truth and Y., represents the predicted probabilities.
The Model is then trained and tested for various performance parameters, including accuracy, mean,
standard deviation, kurtosis, skewness, etc. They deployed the fine-tuned Model for real-time or batch
inference on new or unseen vibration data. Fine-tune hyperparameters such as the number of CNN
and LSTM layers, filter sizes, units, dropout rates, and learning rates are applied to optimize model
performance further. This chosen FTCNNLSTM model best targets the bearing fault diagnosis in
electric motor-driven systems.

This integration of TabNet with CNN-LSTM in the FTCNNLSTM architecture combines the
strengths of both models, aiming for superior accuracy and interpretability in diagnosing bearing
faults from complex time-series data. It has achieved higher accuracy and performance than other
previous models.

2.5 CNN-LSTM-Random Forest Model

Another algorithm using the ensembled approach was implemented on the CWRU bearing
fault data. This Model combined CNN-LSTM with a random forest algorithm consisting of 100
individual decision trees known as estimators. A meta-classifier named Random_Forest_classifier was
used to combine the outputs of all base models (CNN-LSTM-RF) and make the final prediction.
Stacking_Classifier and Estimators are the two parameters taken from Scikit Learn for building the
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stacking ensemble model and generating the predictions from the base models. The simulation consists
of 100 estimators with a random state of 42. Further, the stacking ensemble model’s output was given
by the final estimator parameter of the meta-classifier. The Model was trained on 2300 instances and
tested on 460 data points using the ‘fit’ method. The Model’s fitting equation is given as.

2.6 CNN-LSTM Model with Gradient Boosting

Gradient Boosting is an ensemble learning method that combines the predictions of multiple
automated machine learning models to create a stronger, more accurate model. The core idea behind
Gradient Boosting is to train a sequence of weak learners, where each new learner corrects the errors
made by the previous one. This study combined CNN-LSTM with a gradient boosting algorithm
(an ensembled approach) to detect bearing faults in electric motor-driven systems. In this Model, the
meta-classifier is called Gradient_Boosting_classifier, which will combine the outputs generated from
the base models being CNN, LSTM, and GB (Gradient Boosting) and give final predictions. The same
parameters from Scikit Learn used in the CNN-LSTM-RF model were implemented in this Model.
The above models were trained and tested on the same number of data points (460 for testing and 2300
for training).

3 Results

In this study, the proposed FTCNNLSTM has proven to be an efficient model for detecting
bearing faults in electric motor-driven systems. To further explain the performance and efficiency
of the FTCNNLSTM model, four other state-of-the-art algorithms were implemented to the CWRU
bearing faults dataset and compared with the results. These four models include CNN, LSTM, CNN-
LSTM with gradient boosting, and CNN-LSTM with random forest. The algorithms’ performance
was analyzed and interpreted based on a few parameters. These parameters included the accuracy and
loss of the models, the Receiver Operating Characteristic (ROC) curve of the models, the confusion
matrix of the models, stats such as precision, F1-score, support, and the recall score of the models. This
section presented a detailed comparison of the results focused on the FTCNNLSTM model being the
most efficient and accurate algorithm for bearing fault diagnosis in electric motor-driven systems.
Each parameter with results of all the models is presented below.

3.1 Accuracy and Loss Graph

The accuracy graph shows how the Model’s performance evolves as it learns from the training
data. Initially, accuracy might be low, reflecting that the Model is making random predictions. Table 2
shows the accuracy and loss values for all CNN, LSTM, and FTCNNLSTM models. Over time,
accuracy typically increases as the Model learns to make better predictions and generalize well on
unseen complex data. If the Model is achieving high accuracy in training and validation data, it is
working well and preventing over-fitting. The loss graph illustrates how the Model’s errors decrease as
it learns. A high initial loss is expected but should decrease over time, reflecting improved predictions.
Fig. 3 shows the Accuracy and loss graphs of all the models except an ensemble approach such as
CNN-LSTM with gradient boosting and CNN-LSTM applied in correspondence to the random
forest.

e CNN Model: The initial accuracy was 0, which is typically expected as the Model has not learned
anything yet, and throughout 80 epochs, both the training and validation accuracies improved.
At 100 epochs, it reached 0.93% for both training and validation. This is a positive sign as it
indicates that the Model could generalize well, performing almost equally on the data it was
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trained on and unseen data. The Model’s loss for the training data started at a peak of five and
reached close to 0.15% after 100 epochs. For the validation data, the loss graph started at a
value of 2 and reached close to 0.1 after 100 epochs. This is a sign that the Model effectively
learned from the training data and could generalize well to data it had not seen during training.
Overall, the Model was preventing overfitting.

LSTM Model: The initial accuracy was close to 0.1 because the Model had not learned anything
at the start, but over 40 epochs, the accuracies increased exponentially. At 40 epochs, it reached
94% for training and validation, indicating that the Model is learning the features effectively
and can generalize well on the unseen data. The Model’s loss for the training data started at
a peak value of 2.25 and reached close to 0.25 after 40 epochs. For the validation data, the
loss graph started at a value of 1.78 and reached close to 0.23 after 40 epochs. This shows
that the Model was correctly predicting the faults in all classes and preventing over-fitting by
learning the complex features and recognizing unseen data. Based on Accuracy and loss graphs,
FTCNN-LSTM achieved the highest accuracy of 94% and outperformed other models.

FTCNNLSTM Model: The initial accuracy for training data and validation data was close to
0.2. At 100 epochs, it reached 0.96 for training and validation, indicating that the Model is
learning the features effectively and performing almost equally on both the data it was trained
on and unseen data. The Model’s loss for the training data started at a peak of 2 and reached
close to 0.1 after 100 epochs. For the validation data, the loss graph started at a value of 1.6
and reached close to 0.1 after 100 epochs. It indicates that the Model performed efficiently and
predicted the unseen data correctly.

Table 2: Training and validation data accuracy and loss values for CNN, LSTM, and FTCNN-LSTM

models

Model Training accuracy  Validation Training loss Validation loss
accuracy

CNN 0.93 0.92 0.15 0.1

LSTM 0.94 0.93 0.25 0.23

FTCNNLSTM 0.96 0.96 0.10 0.1

3.2 ROC Curve and AUC

The ROC curve graph for all models in Fig. 4 represents the Model’s predicted true positive rate
on the x-axis and false positive rate on the y-axis. ROC AUC (Area under the curve) for all models,
as shown in Fig. 4, quantifies the overall ability of the Model to discriminate between the positive and
negative classes across various classification thresholds.
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Figure 4: ROC curve graph for CNN, LSTM, FTCNNLSTM, CNN-LSTM with gradient boosting,
and CNN-LSTM with random forest models

3.3 Confusion Matrix

Confusion matrix is a parameter in the machine learning algorithms that is used to evaluate the
performance of an algorithm by providing a detailed breakdown of its predictions compared to the
actual ground truth. This parameter shows the number of correct and incorrect predictions made by
the Model for each class. The key components of the confusion matrix are:
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1. True Positives (TrPo): These are the positive instances or data points correctly predicted by the
Model for all the classes.

2. True Negatives (TrNe): These are the negative instances or data points correctly predicted by
the Model for all the given classes.

3. False Positives (FaPo): These are the negative instances that were incorrectly predicted and
shown to be positive by the Model within all the classes.

4. False Negatives (FaNe): These are the positive data points or instances that were shown as
negatives by the Model within all of the given classes. The confusion matrix for all implemented
models is shown in Fig. 5.

o CNN Model: The Model has predicted almost 9 out of 10 classes correctly. The major issue was
seen in the outer race class recorded at 6 o’clock with 0.014 diameter as Model misclassified
twelve OR_014_6_1 fault as Ball_021_1, seven as Ball_014_1, and three as Ball_007_1. The
Model also incorrectly predicted two OR_021_6_1 as Ball_014_1 and IR_007_1, respectively.
It can be seen that the Model incorrectly predicted two faults in each Ball_007_1, Ball_014_1,
and Ball_021_1 class as OR_014_6_1.

e LSTM Model: Overall, the confusion matrix interprets that the Model performed well.
The model misclassified OR_014_6_1 fault as three Ball_007_1, three Ball_014_1, and one
Ball_021_1 fault. The Model also incorrectly predicted one Ball_014_1 fault as Normal
machine, two Ball_021_1 fault as IR_021_1, and one OR_021_6_1 fault as IR_007_1. It can be
seen that the Model incorrectly predicted three faults in Ball_007_1, two faults in Ball_014_1,
and seven faults in Ball_021 1 class as OR_014_6_1.

e CNN-LSTM with gradient boosting Model: This model was able to identify most of the bearing
fault classes correctly. There were some errors as the model misclassified one Ball_007_1 fault as
Ball_014_1, two Ball_007_1 fault as OR_014_6_1, one Ball_014_1 fault as OR_014_6_1, twelve
Ball_021_1 faultasOR_014_6_1, two Ball_021_1 fault as Ball_ 007_1, and one Ball_021_1 fault
as Ball 014_1, two Ball 021_1 fault as IR_021_1, one normal motor as Ball 014_1 fault. The
Model also incorrectly identified one OR_014_6_1 fault as Ball_007_1 and five OR_014_6_1
fault as Ball 014_1, two OR_021_6_1 fault as Ball 014_1, and one OR_021_6_1 fault as
IR_007_1 fault.

o CNN-LSTM with random forest Model: The confusion matrix of the CNN-LSTM-RF model
shows that the Model was able to predict maximum fault classes correctly. However, nine,
four, and seven OR_014_6_1 fault as Ball_007_1, Ball_014_1, and Ball_021_1, respectively. It
misclassified two Ball_014_1 and two Ball_021_1 faults as IR_021_1 and OR_014_6_1 faults,
respectively. The Model also incorrectly predicted one Ball_007_1 fault as Ball_021_1 and one
OR_014_6_1 fault as IR_007_1.

e FTCNN-LSTM Model: The FTCNN-LSTM Model outperformed all of the other approaches.
This Model achieved the highest accuracy as it correctly identified maximum fault classes.
However, the Model needed to correct a few while classifying the fault types. The matrix shows
that the Model incorrectly identified one Ball_007_1 fault as Ball_021_1 fault, one Ball_014_1
fault as Ball_021_1, two Ball_007_1 and five Ball_014_1 fault as OR_014_6_1 fault. The Model
also misclassified two Ball_021_1 fault as Ball_007_1, two Ball_021_1 fault as IR_021_1, one
Ball_014_1 fault as Normal/healthy motor, and two OR_014_6_1 fault as Ball_014_1 and
Ball_021_1 fault.
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Figure 5: Confusion matrix for CNN, LSTM, FTCNN-LSTM, CNN-LSTM with gradient boosting,
and CNN-LSTM with random forest models
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3.4 Classification Report

The classification report for all implemented models was presented, as shown in Fig. 6. This report

consists of various performance metrics of the algorithm. This report helps in assessing the Model’s
strengths and weaknesses. The metrics included in the study are:
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1. Accuracy (Ac): The segment of correctly classified instances (TrPo + TrNe) out of the total
data points.

2. Precision (Pr): The number of positive instances correctly predicted as positives (TrPo/(TrPo
+ FaPo)).

3. Recall (Rc): The proportion of true positives out of all actual positive instances (TrPo/(TrPo +
FaNe)).

4. Fl-score (Fs): The harmonic mean of Pr and Rc scores balances the two metrics.

5. Support: This parameter shows the number of instances or data points considered for the
training and validation process.
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Figure 6: Precision, F1-score, and recall score graphs for each model

The classification report shows the Pr, Ac, Rc, and Fs of each model concerning each class

in Table 3. The CNN model achieved an overall accuracy of 92% with a support of 460 instances.
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The Model achieved the highest scores for Pr (1.00), Fs (1.00), and Rc (1.00) for OR_007_6_1, and
IR_014_1 fault class and achieved 1.00 Pr score, 0.97 recall and 0.99 Fs for normal class. The CNN-
LSTM model with gradient boosting achieved an overall accuracy of 93% with a support of 460
instances. The Model achieved the highest scores for Pr (1.00), Fs (1.00), and recall probability (1.00)
for IR_014_1 and OR_007_6_1 fault class and achieved a 1.00 precision score, 0.97 Rc probability
and 0.99 Fs for normal class.

Table 3: Classification report of all the models

Models Parameter 0 1 2 3 4 5 6 7 8 9

CNN Precision 093 0.83 0.77 097 1.00 0.95 1.00 1.00 0.84 1.00
Recall 093 096 090 1.00 1.00 1.00 0.97 1.00 0.59 0.96
F1-score 093 0.89 083 099 1.00 097 099 1.00 0.70 0.98
Accuracy 92%

LSTM Precision 093 0.83 1.00 097 1.00 0.95 1.00 1.00 0.76 1.00
Recall 093 098 0.65 1.00 1.00 1.00 097 1.00 0.89 0.93
F1-score 093 090 0.79 099 1.00 097 099 1.00 0.82 0.97
Accuracy 93%

CNN-LSTM-GB Precision 093 090 098 097 1.00 095 1.00 1.00 0.82 0.98
Recall 093 086 084 1.00 1.00 1.00 1.00 1.00 091 0.98
F1-score 093 0.88 090 099 1.00 097 1.00 1.00 0.86 0.98
Accuracy 94%

CNN-LSTM-RF  Precision 093 095 096 1.00 1.00 095 097 1.00 0.84 1.00
Recall 093 0.84 0.88 1.00 1.00 1.00 1.00 1.00 0.96 0.98
F1-score 093 0.89 091 1.00 1.00 097 099 1.00 090 0.99
Accuracy 95%

FTCNN-LSTM  Precision 098 0.89 095 097 1.00 095 1.00 1.00 0.74 0.98
Recall 0.87 094 080 1.00 1.00 1.00 0.97 1.00 0.85 0.98
F1-Score 092 091 0.87 099 1.00 097 0.99 1.00 0.79 0.98
Accuracy 96%

The LSTM model achieved an overall accuracy of 93% with a support of 460 instances. The Model
achieved the highest scores for Pr (1.00), Fs (1.00), and Rc (1.00) for IR_014_1 and OR_007_6_1
fault class and achieved 1.00 Pr, 0.97 Rc and 0.99 Fs for normal 1 class. The CNN-LSTM model
with gradient boosting achieved an overall accuracy of 95% with a support of 460 instances. The
Model achieved the highest scores for Pr (1.00), Fs (1.00), and recall probability (1.00) for IR_014_1,
Normal_1, and OR_007_1 class. The proposed FTCNN-LSTM model achieved an overall accuracy
of 96% with a support of 460 instances. The Model achieved the highest scores for precision (1.00), Fs
(1.00), and Rc probability (1.00) for OR_007_6_1, IR_007_1, and IR_014_1 fault class and achieved
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0.97 Pr score, 1.00 recall probability, and 0.99 Fs for normal electric motors. The Pr, Fs, and Rc charts
are shown in Fig. 6.

3.5 Comparison of FTCNN-LSTM Model with Other Approaches

As stated in the previous sections, four approaches were implemented to evaluate and compare
the performance with the proposed FTCNNLSTM model. Table 4 shows the comparison of existing
approaches to the proposed FTCNNLSTM model. Some other previously published algorithms were
also studied and compared with the proposed approach. One of these algorithms includes a 1D CNN
model with linear embedding as a data pre-processing technique [25]. The model claimed to achieve
an accuracy of 95% for a very small sample size and ten classes of bearing faults. Another approach, 1
channel CNN, was implemented on the CWRU bearing fault dataset, and it achieved 95.27% accuracy
[26]. 1D CNN model was also used to detect bearing faults in electric motor-driven systems [27].
This approach used filtering decimation and normalization data pre-processing techniques. The model
achieved 93.2% accuracy on the CWRU dataset by experimenting with only six classes. FTCNNLSTM
combined the potential of CNNs and LSTM models, and by fine-tuning the entire algorithm achieved
96% accuracy by working on ten classes of bearing faults. This proves the FTCNNLSTM model can
efficiently detect bearing faults in electric motor-driven systems.

Table 4: Comparison of FTCNNLSTM with existing approaches and implemented models

Article Model Accuracy

[25] 1D CNN 95%

[26] 1 Channel CNN 95.27%

[27] 1D CNN 93.2%

Implemented model CNN 92%
LSTM 93%
CNN-LSTM Gradient boosting 94%
CNN-LSTM Random forest 95%
FTCNNLSTM 96%

4 Discussion

Electric motor-driven systems play a crucial role in the manufacturing of industrial machinery.
Despite their importance, machines and electronics driven by electric motors are susceptible to failures
and faults. Early fault diagnosis is highly important for preventing economic losses and enhancing
machines and equipment’s reliability and performance. In this study, a fine-tuned CNN-LSTM
model was implemented on the CWRU bearing faults diagnosis dataset. Combining CNN-LSTM
with Tabnet networks and applying fine-tuning to the Model is a powerful architecture for bearing
fault diagnosis in electric motor-driven systems. This architecture leverages the feature extraction
capabilities of CNNs and the sequential modeling abilities of LSTMs. The result section has proven
the capability and efficiency of the FTCNN-LSTM model in detecting bearing faults within electric
motors.

All the models performed well on bearing fault classes, but the proposed FTCNN-LSTM model
outperformed all these algorithms by achieving the highest performance scores. All of the performance
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metrics, including Pr, Fs, Ac, and Rc scores, showed that all the models could correctly predict the
bearing faults in motors. For all the classes, these scores ranged from 54% to 100%. For the FTCNN-
LSTM model, these performance scores ranged from 84% to 100% with an overall accuracy of 96%.
The Pr, Fs, and Rc scores were consistent for most classes. These matrices show that all models could
correctly classify maximum bearing faults within electric motors. FTCNNLSTM had gone through
effective pre-processing techniques such as normalization and applied activation functions and had
been fine-tuned. This Model achieved the highest scores, which clearly shows that the Model is learning
well and efficiently dealing with unseen complex data.

A confusion matrix for all the models was generated. This matrix demonstrated that most
models correctly classified the bearing fault classes. However, on the time-series vibrational data,
FTCNNLSTM also faced some challenges. As explained above in the detailed overview of confusion
matrix results, the models needed to be more accurate in classifying misclassified fault classes.
OR_014_6_1 was misclassified in almost all of the models. FTCNNLSTM also showed the most
satisfying results in the confusion matrix. Unlike other models that misclassified nearly 25 instances
among all of the classes, the FTCNNLSTM Model misclassified 16 instances with a maximum of
5 consecutive Ball_014_1 faults as OR_014_6_1. The models were further compared based on their
strengths and weaknesses. Each Model has some drawbacks based on the performance results. For
instance, the CNN-LSTM with a combined random forest model applied an ensemble approach but
could not correctly classify the OR_014_6_1 bearing faults. CNN-LSTM with gradient boosting, also
an ensembled approach, faced difficulty correctly classifying Ball_021_1 bearing faults. Based on the
accuracy scores, all of the models were compared with some existing approaches given in the literature.

The implemented models, CNN, achieved 92% accuracy, LSTM, achieved 93% of Ac score, and
CNN-LSTM, ensembled with gradient boosting, got 94% accuracy. The other method, CNN-LSTM
combined with random forest, achieved a 95% Ac score. FTCNNLSTM combined the potential of
CNNs-LSTM with Tabnet models achieving 96% accuracy by working on ten classes of bearing faults.
This proves the FTCNNLSTM model can efficiently detect bearing faults in electric motor-driven
systems.

5 Conclusion

This study presents the FTCNNLSTM model, an advanced and comprehensive approach for
bearing fault detection and diagnosis in electric motor-driven systems. FTCNNLSTM synergizes
CNNss for robust feature extraction and the sequential modeling capabilities of LSTM networks,
providing an efficient and accurate solution for this critical task. In assessing the FTCNNLSTM
model’s performance, a rigorous comparative analysis against established methodologies, including
CNN, LSTM, CNN-LSTM with gradient boosting, CNN-LSTM combined with random forest,
SVM, DNN, and a deep kernel-based learning approach. Notably, the FTCNNLSTM model, aug-
mented with the interpretative prowess of TabNet, surpassed these alternatives, showcasing superior
accuracy and fault classification capabilities. Leveraging the CWRU bearing fault diagnosis dataset,
featuring 10 classes representing various motor faults, the comprehensive evaluation spanned multiple
performance parameters. These assessments, incorporating classification reports, confusion matrices,
accuracy metrics, and loss graphs, consistently reaffirmed the FTCNNLSTM model’s effectiveness
in fault diagnosis. Ultimately, the FTCNNLSTM model demonstrated exceptional performance,
achieving an outstanding accuracy rate of 96%. The FTCNNLSTM model, while highly accurate, faces
challenges in computational complexity and data requirements. Its performance on the CWRU dataset
is promising, but further validation is needed. Future research should focus on optimizing efficiency,
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expanding validation across diverse datasets, exploring integration with advanced architectures like
Transformers, extending to quality-level prediction tasks, and enhancing model interpretability. These
efforts aim to improve the model’s applicability and acceptance in industrial settings.
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