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ABSTRACT

Human beings are often affected by a wide range of skin diseases, which can be attributed to genetic factors and
environmental influences, such as exposure to sunshine with ultraviolet (UV) rays. If left untreated, these diseases
can have severe consequences and spread, especially among children. Early detection is crucial to prevent their
spread and improve a patient’s chances of recovery. Dermatology, the branch of medicine dealing with skin diseases,
faces challenges in accurately diagnosing these conditions due to the difficulty in identifying and distinguishing
between different diseases based on their appearance, type of skin, and others. This study presents a method
for detecting skin diseases using Deep Learning (DL), focusing on the most common diseases affecting children
in Saudi Arabia due to the high UV value in most of the year, especially in the summer. The method utilizes
various Convolutional Neural Network (CNN) architectures to classify skin conditions such as eczema, psoriasis,
and ringworm. The proposed method demonstrates high accuracy rates of 99.99% and 97% using famous and
effective transfer learning models MobileNet and DenseNet121, respectively. This illustrates the potential of DL in
automating the detection of skin diseases and offers a promising approach for early diagnosis and treatment.
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1 Introduction

As the largest organ in the human body, the skin is essential to our physical appearance. The skin
is a barrier between a person’s body and environmental surroundings [1]. Almost all skin comprises
5–10% of melanocytes [2]. Recent research shows skin diseases are the fourth leading cause of
the worldwide nonfatal disease burden [3]. There are several infections and skin illnesses that are
contagious and can affect newborns, children, and teenagers [4]. Healthcare practitioners receive
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about 2.3 million medical appointments yearly from infants with skin problems. Children and their
caretakers are significantly affected by persistent dermatologic disorders, and the apparent presence
of such disorders significantly impacts a child’s self-image and interactions between the family and
classmates from a young age [4].

Researchers have discovered that kids with skin diseases evaluated poor life quality as low as
children with other disorders on issues such as disruption in educational and sports activities, poor
sleep, taunting, and discrimination [5].

The research conducted [6] in Saudi Arabia commonly presented that skin infections appear
during the first six months. Approximately 60% of pediatric patients have dermatitis symptoms during
the first year of age and about 85% by the age of 5 [7]. Eczema was about 37%. On the other hand,
psoriasis and ringworm were an effect of 6% [8]. Early detection and prevention of these malicious
skin diseases play a vital role in the lives of children and their parents. Examining skin disease
scans appropriately is critical in determining a child’s health [9]. Nonetheless, it heavily relies on a
dermatologist’s medical competence, awareness of regional diseases, differences in levels of expertise,
and the pattern of imaging scans add to the difficulty of diagnosis with the human vision system
(HVS) [10].

Dermatologists usually quickly diagnose such disorders before moving on to the pathologic
examinations and diagnostic procedures to confirm the diagnosis. However, fresher dermatologists
and those with less expertise are more prone to mistakes in diagnosis. As a result, technologies
are necessary to help dermatologists accurately diagnose these malicious skin diseases and preserve
valuable children’s lives and self-image [11]. Three skin diseases that are selected based on previous
studies are Eczema, Ringworm, and Psoriasis. These unhealthy infections cause different factors, such
as inflamed skin, dryness, itchiness, skin-to-skin contact, or changes in skin color [12].

The proposed research investigates Artificial Intelligence (AI) techniques to diagnose skin diseases
early. AI is a subsection of computer science that has emerged as a significant area of research in
medical imaging. Although AI and machine learning (ML) have been around for a while and are
employed in many healthcare sectors, their usage in dermatological operations is very recent and
limited. AI techniques train specific samples to solve problems based on many layers and complex
neurons. Deep learning (DL) techniques were employed to solve complex diagnostic problems that
other methods can hardly solve [13]. In addition, a limited number of studies were observed in the
literature conducted in the Kingdom of Saudi Arabia, particularly on the locally obtained datasets.

Based on a comprehensive review of the relevant literature, DL is a potential candidate in image-
based disease detection and diagnostics, especially in skin disease detection, with enhanced accuracy
and precision. For instance, Bibi et al. [9] achieved improved accuracies of 98.80% and 85.4% over two
different datasets, namely ISIC2019 and ISIC2018. Similarly, Dillshad et al. [11] achieved the highest
accuracy of 94.4% on HAM10000, a publicly available dataset.

Accordingly, this study aims to:

• Covering the lack of dermatologists in Saudi Arabia.

• Developing DL models to determine the type of condition.

• Improving the easier way to diagnose skin diseases without requiring medical intervention.

• Achieving Saudi Arabia’s 2030 vision of a high-quality health care system.

This paper is organized according to the following sections. The Section 2 provides a background
of the selected skin diseases. Followed by the Section 3, which provides a review of related literature.
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Then, the Section 4 describes the proposed techniques. Materials and methodology, a description
of the dataset, image preprocessing, and performance measurements are presented in the Section 5.
Afterward, the Section 6 presents the results and discussion comprehensively compared to state-of-
the-art studies in the literature. Lastly, the study is concluded with a conclusion and recommendations
for future work.

2 Background

This section provides an overview of skin diseases targeted for detection problems in the current
study, including eczema, ringworm, and psoriasis.

2.1 Eczema
Eczema belongs to a group of conditions causing inflammatory, itchy, dry, and flared skin [14].

Eczema is not contagious, usually diagnosed by skin lesions. Approximately 15–20% of people suffer
from eczema or another dermatitis at some point in their age. Eczema equally affects infantile,
childhood, and adulthood. The conditions of eczema can be managed by proper treatment, but there
is no cure [15]. Genetic and environmental conditions are the major causes of eczema in children.
Usually, dust and unhygienic conditions are the primary culprits behind severe eczema in children. In
the case of genetic linkage, one of the patient’s parents or family members should be affected to pass
on the mutant gene to the next generation. The most prevalent form of eczema in children is Atopic
Dermatitis (AD), or atopic eczema [16]. It is the most chronic disease affecting 10–20% of children in
developed countries [16].

The skin of atopic eczema-affected children is inflamed and flaky. The scaling and roughness of
the skin usually characterize it. Children are susceptible to skin infections due to repeated scratching,
including lesions, hyperpigmentation, red bumps, and lumps, that is, papules. Usually, eczema starts
in the first three months of life in children. Firstly, it affects the children’s lips and scalp, and then after
puberty, it eventually ends up on the skin itching and infections. The hands and fingers are the most
affected areas because children mostly use them due to constant irritation. Clinical diagnosis is the
primary diagnostic criterion for this disease because no laboratory test is available. If eczema becomes
chronic, the treatment and management of the disease becomes difficult for parents and children [17].

Anti-inflammatory and immunosuppressive drugs, such as topical steroids, are the most effective
for treating skin lesions and inflammation in children’s skin. Children with AD are usually treated with
acyclovir and are referred to a specialized dermatologist for effective diagnosis and treatment. Eczema
in children is a chronic condition, so educating the patient and guardian is necessary for a prolonged
period of preventive therapy to treat skin flares, itching inflammation, and infection in children [18].
AD is a chronic skin condition affecting infants, characterized by itchy, dry, and flaked skin. Genetic
and environmental factors are the primary culprits in this disease. There is no cure for the disease, but
treatment and management can alleviate the chronic condition in children [19].

2.2 Ringworm
Ringworm is a fungus-based skin and nail disease that is quite common. It is called ringworm

because it produces a circular, red, and itchy rash. Other names for ringworm include “tinea” and
“dermatophytosis” [20]. Thus, it is common in tropical areas and during the summer. In warm, moist
change rooms and indoor swimming pools, dermatophytes grow. Even cold outside, ringworms are
quite contagious [21]. The following parts of the body are sensitive to ringworm infection, including
feet, scalp, beards, hands, and nails, whether on the hands or feet, and other body parts, such as the
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arms or legs. Initial symptoms of tinea involve circular, flat, slightly elevated, scaly, crusty patches.
The patches usually have a red or pink tint on fair skin, but on dark skin, they typically have a brown
or grey hue, can gradually enlarge, spread to more areas of the body, and cause itching. A doctor
must diagnose such a problem to administer treatment correctly. Body ringworm, known as tinea
corporis, can be confused with other skin illnesses, including eczema or psoriasis. When the diagnosis
is complex, a sample of the afflicted skin is removed and examined under a microscope to confirm
tinea corporis. Because tinea corporis has distinct histological characteristics, the bacteria that cause
it can be discovered on the skin’s surface [22].

Based on a medical examination and inspection made in the primary school children in Alexan-
dria, 510 children were inspected. Approximately 54.1% of them carried a considerable percentage of
tinea capitis (Ringworm of the Scalp). It is highly recommended that parents and elders know the
effects and symptoms of such cases by closely monitoring their children to prevent them. In addition,
children with ringworms can experience hair loss, red patches on the skin, swollen lymph glands in
the neck, and a noticeable high fever. In conclusion, ringworms are a skin infection that parents and
elders should teach since it affects children by a substantial percentage [23].

2.3 Psoriasis
Inflammatory autoimmune diseases such as psoriasis have multifactorial and systemic man-

ifestations and are complex and multifactorial. There is an interaction between genetics and the
environment that contributes to the pathogenesis of the disease of psoriasis. In most cases, it occurs
between the ages of 15 and 30. However, it can take place at any age. The disfiguring and debilitating
effects of psoriasis, which is not contagious, result in significant social and psychological problems
for those affected. The worst things are social rejection, a negative impact on their quality of life,
and loss of productivity. In addition, psoriasis is widely regarded as a health concern that requires
comprehensive treatment. Although there is no cure for this illness, a carefully supervised course of
treatment can lessen morbidity and enhance patients’ quality of life. There is an estimated prevalence
of 2% worldwide, but it can vary considerably from country to country. Most psoriasis varies across
nations from 0.09% to 11.4% [24].

People from different cultures and ethnic groups have psoriasis to varying degrees of severity.
Despite psoriasis’ immunogenic nature, its causative immunogen has yet to be identified. Psoriasis is
considered an immune-mediated chronic disease with genetic components [24]. Psoriasis frequently
appears in children. The diagnosis can be problematic if the condition is minor or the appearance
is unusual. Children experience all forms recognized in adults (plaque, guttate, erythrodermic, and
pustular).

In youngsters, flexural and guttate types are prevalent. It is necessary to educate the child’s
parents on the disease’s progression and available treatments to successfully manage the disease.
Environmental triggers should be identified and, whenever possible, removed. Providing childcare or
inpatient care for individuals who do not respond is appropriate. Topical medications can be used in
conjunction with Ultraviolet Radiation phototherapy. A small percentage of patients, typically those
with pustular psoriasis, arthropathic psoriasis, and refractory or erythrodermic illness, require systemic
therapy. The preferred systemic agent is probably retinoids [25].

3 Review of Related Literature

In recent years, the medical field has widely incorporated AI to detect skin diseases. AI methods
have proven efficient and accurate in detecting and classifying skin diseases. This section aims to
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explore the related studies of AI in detecting skin diseases, focusing on specific aspects such as their
aims, datasets, methods, and results.

According to the study presented in [26], a model has been developed to classify various skin
diseases, such as acne, cherry angioma, melanoma, and psoriasis. This study’s dataset consists of
377 images representing different disease categories. The images were obtained from various open
and publicly available sources, including DermNet NZ and Atlas Dermatologico. The proposed
model involves five steps: image acquisition, preprocessing, segmentation, feature extraction, and
classification. Machine learning algorithms and image processing techniques were employed to
develop this model. This study utilized a Support Vector Machine (SVM), Random Forest (RF), and
K-Nearest Neighbor (K-NN) as classifiers. Hence, with 90.7% accuracy, the SVM achieved the best
results.

In addition, Bandyopadhyay et al. [27] developed a smartphone application for Android that
uses a Convolutional Neural Network (CNN) to enable users to quickly diagnose skin diseases and
overcome the shortcomings of the traditional approach. The TensorFlow library, integrated into the
mobile application, was utilized to run the model. The MobileNetV2 model was employed for the
project, with a dataset including 6318 images from online dermatology resources accessible to the
public. The diseases to be detected were vitiligo, eczema, and acne. The smartphone app achieved an
overall accuracy rate of 91%, and the inference took 317 milliseconds. The MobileNetV2 model is
preferred for smartphone devices due to its higher performance, small size, and fast training.

In addition, Aijaz et al. [28] developed an application using DL to predict the appearance of
normal skin and accurately categorize five forms of psoriasis, including plaques, guttate, inverse,
pustules, and erythrodermic. They used a dataset of 301 psoriasis images and 172 healthy skin images.
Long short-term memories (LSTM) and CNN are two DL algorithms used with classification models
trained on 80% of the images. Compared to LSTM, CNN archived higher with 84.2% accuracy. The
work presented in [29] used an automated psoriasis detection system that employs DL to distinguish
between psoriasis and other skin diseases that look similar. A dataset of 815 images was used, including
330 images of psoriasis-affected body parts, 235 images of skin in good health, and 250 images of
diseases that are Psoriasis-like conditions (Seborrheic Dermatitis, Pityriasis, Tinea Corporis, Lichen
Planus, Dandruff, and Eczema). In addition, they used the CNN model, which is ResNeXt101, to
identify skin diseases. The model achieved 94% accuracy.

In addition, Setiawan et al. [30] developed classifiers to detect psoriasis, ringworm, and eczema
using the Deep Convolutional Neural Network (DCNN). Experts in medicine supported researchers
in gathering the dataset, which comprised 8000 images of the selected skin conditions. This research
applied several models, such as DCNN and Neural Network (NN). As a result, the model achieved
93% accuracy. Hameed et al. [31] proposed a new model for classifying the most common skin lesions.
They indicated that a categorization framework can classify an input skin image into one of six
categories: eczema, benign, acne, psoriasis, malignant melanoma, and healthy skin. The following
four steps are preprocessing, segmentation, feature extraction, and classification. Datasets from
various sources were collected, and over 1800 images were tested for the experiments. Numerous
alternative algorithms were employed to train the classification model. Therefore, the SVM had the
highest accuracy of 94.74% compared to the other algorithms. Rashed and Popescu [32] proposed a
highly automated approach to identify dermatological diseases from collected lesion images, such as
melanoma, herpes, eczema, and psoriasis. The dataset consisted of 10,000 skin disease images and was
trained using SVM and CNN models. After combining both methods, it attained the highest level of
accuracy at 95.3%.
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In addition, Alam et al. [33] utilized various image processing techniques to develop an automated
method for detecting eczema and evaluating its severity. The dataset included 85 images, 31 healthy
skin, 24 mild eczemas, and 30 severe eczemas. Images were acquired from various sources. They
employed two different segmentation algorithms for skin and eczema segmentation from identified
skin. The segmentation procedure utilized morphological image processing, image dilation, K-means
clustering, and erosion techniques. Two steps were involved in the classifying process. First, images of
eczema and healthy skin were classified. Then, categorized eczema images were utilized to determine
whether the severity measurement was mild or severe. The classification achieved 90% accuracy.

Although the review of studies demonstrated high levels of accuracy, the proposed study showed
more elevated levels than existing ones. In addition, none of the studies reviewed concentrated on the
most prevalent skin diseases affecting children in Saudi Arabia; therefore, this is the first study in the
Kingdom of Saudi Arabia.

4 Description of Proposed Techniques

Fig. 1 represents the methodological steps followed in the proposed study.

Figure 1: Methodological steps

4.1 Convolutional Neural Network (CNN)
CNNs are DL algorithms that recognize and process images. Multiple layers are included in this

algorithm, including convolutional layers, pooling layers, and fully connected layers. CNNs utilize
convolutional layers that employ filters to extract features such as edges, textures, and shapes from
input images. A pooling layer is then applied to the output of the convolutional layer, which reduces
the spatial dimensions of the feature maps but retains the essential information. A fully connected
layer takes the outcome of the pooling layers to make a prediction or classify the image [34]. Size of
kernels, number of kernels, length of strides, and pooling size are among the most common and widely
used hyperparameters [34].

4.2 Pre-Trained MobileNet
MobileNet is a type of CNN that is open source by Google. It employs depth-separable convolu-

tions. The separable convolutions are derived from two operations, namely, depth-wise and pointwise
convolutions. Depth-wise convolution, as the name reveals, is derived from the idea that a filter’s
depth and spatial dimensions can be separated. On the other hand, pointwise convolution consists
of a depth-wise convolution with a kernel size of 1 × 1, combining the features produced by the depth-
wise convolution. Compared to networks with regular convolutions of the same depth, it significantly
reduces the number of parameters. Thus, the result is a relatively lightweight deep NN (DNN) [35].
Optimizer, type of cost function, classifier type, batch size, number of epochs, and dropout function
are among the popular hyperparameters that are considered during the optimization process in the
proposed study.
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4.3 Pre-Trained DenseNet121
The DenseNet architecture is a type of CNN in which every layer is connected to every other

layer in a feed-forward manner. Similarly, densely connected convolutional networks are referred to
as densely connected networks. The primary objective of DenseNet is to ensure feature reuse and
reduce the number of parameters in the model. This is accomplished by connecting each layer to all
subsequent layers, allowing for the reuse of features from previous layers. The model becomes more
accurate due to reducing the number of parameters needed for training [36].

The DenseNet architecture was first introduced by Huang et al. in 2016 [37]. They proposed
a pair of architectures, DenseNet121 and DenseNet169, which vary in depth and width. They also
proposed that each layer be connected to all subsequent layers using a new type of connection called
a “dense block”, which allows for reusing features from previous layers and works as a knowledge
accumulator. Optimizer, type of cost function, classifier type, batch size, number of epochs, and initial
learning rate are among the popular hyperparameters considered during the optimization process in
the proposed study. These models were chosen after carefully reviewing the literature. These models
exhibit promising results for similar problems.

4.4 Data Collection
The study obtained skin disease images from various sources, including the Kaggle Dermnet

dataset [38], the Google Images search engine, and Atlas [39]. A total of 285 images were obtained
for all the selected skin diseases. Afterward, the images were annotated manually to identify the type
of skin disease shown in each image. In addition, images from the university hospital were collected
and used for validation. The dataset was divided into two sets: training and testing. The training set
comprised 76 skin disease images (80%). In contrast, the testing set comprised 19 images for each type
of skin disease (20%).

4.5 Image Processing
Image preprocessing removes undesirable features from an image while improving its significant

features before they are fed into a classification model. The dataset has unwanted regions in terms
of size and color. This study utilized image augmentation to improve the detection accuracy. Various
techniques can be used, such as rotation, shifting, and flipping an image. The images can be rotated
at any angle, generating new images. An image’s pixels are shifted from one position to another
by changing their position. That includes the augmentation of horizontal shifts and vertical shifts,
respectively. Lastly, image flipping refers to rotating an image horizontally or vertically [40].

4.6 Performance Measure
This study evaluated the performance of CNN models based on the following standards: accuracy,

precision, recall, and F-score. The metrics were shortlisted because of their applications in similar
studies in the literature [41,42]. The model with the highest level of accuracy was selected to classify
new skin disease images. The equations below show the formulas for each performance metric. Based
on the formulas, TP indicates a True Positive, TN indicates a True Negative, FP indicates a False
Positive, and FN indicates a False Negative.

Precision = TP
TP + FP

(1)

Recall = TP
TP + FN

(2)
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Accuracy = TP + TN
TP + TN + FP + FN

(3)

F − score = 2 × Precision × Recall
Precision + Recall

(4)

5 Results and Discussion

This section describes dataset collection and image preprocessing. MobileNet and DenseNet121
are employed to classify the type of skin disease. Then, a confusion matrix is utilized to evaluate the
model’s performance.

The size of the feature vector in skin cancer detection using images can vary depending on the
specific method and model used for feature extraction and classification. Some methods can use
smaller, fixed-sized areas (patches) of an image and reduce the pixel values within each patch to a
single vector, while others can use different parameters such as lesion diameter, color change, border
structure, and asymmetry. The optimization of these vectors is crucial for enhancing the model’s ability
to discern patterns in the image data for accurate diagnosis [33]. This study utilized the same feature
vectors to make the study comparable to the state-of-the-art studies in the literature.

5.1 Experimental Results
The proposed experimental setup comprised dataset preprocessing and training with evaluation

phases. These phases were performed in two experiments.

Firstly, MobileNet was trained on the dataset in this experiment. The preprocessing phase divides
the dataset into 80% training and 20% testing images. The model was investigated for each disease
separately, and training and testing accuracies were obtained. For all three diseases, the test accuracy
was 100%, which shows the algorithm’s promising nature for the given dataset. Test accuracy was
99.7%, 99. 2% and 99.1%, respectively. The results are shown in Fig. 1 and Table 1.

Table 1: Experiment results (disease wise)

Disease Model Training accuracy Testing accuracy

Eczema MobileNet 100.00% 100.00%
DenseNet121 98.14% 96.97%

Ringworm MobileNet 100.00% 99.00%
DenseNet121 96.89% 95.20%

Psoriasis MobileNet 100.00% 99.00%
DenseNet121 97.90% 96.00%

Regarding hyperparameters, the following values were used: Adam as an optimizer, binary cross
entropy as loss function, SoftMax as a classifier, 20 as maximum epochs with 64 batch sizes and a
dropout rate of 0.3. These hyperparameters were obtained intuitively based on the well-known studies
conducted in the literature for similar problems.

Secondly, DenseNet121 was trained on the dataset and investigated for the diseases individually.
Regarding hyperparameters, the following values were used: Adam as an optimizer, binary cross
entropy as a loss function, SoftMax as a classifier, 20 epochs with 64 batch sizes and a learning rate of
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0.003. These hyperparameters were obtained intuitively based on the well-known studies conducted
in the literature.

Fig. 2 and Table 1 indicate that the performance is slightly below the MobileNet model. Testing
and training accuracies for eczema are 98.14% and 96.97%, respectively. For ringworm, testing and
training accuracies are 96.89% and 95.20%, respectively. Testing and training accuracies are 97.90%
and 96% for psoriasis, respectively. MobileNet outperforms DenseNet121 by 2–4% in the training and
testing phases.

100.00%

98.14%

100.00%

96.89%

100.00%

97.90%

99.70%

96.97%

99.20%

95.20%

99.10%

96.00%

92%

93%

94%

95%

96%

97%

98%

99%

100%

MobileNet DenseNet121 MobileNet DenseNet121 MobileNet DenseNet121

Eczema Ringworm Psoriasis

Disease wise performance

Training Accuracy Testing Accuracy

Figure 2: Disease-wise performance of the models

The obtained results were shared with, vetted, and validated by medical healthcare professionals
and dermatologists at the College of Medicine. In addition, a local and unseen image set was employed
to validate and verify the proposed techniques.

Thirdly, the performance of both models was aggregated for all the diseases and averaged.
MobileNet achieved an average training accuracy of 100% and an average testing accuracy of 99.3%.
DenseNet121 was investigated using the same dataset for the three skin conditions. In DenseNet121,
the average training accuracy reached 97.64%, whereas the average testing accuracy reached 96%.

Fig. 3 and Table 2 indicate the experiment results. MobileNet outperforms DenseNet121 by 2.64%
and 3.30% in the training and testing phases while comparing average accuracy for all three skin
diseases in children.
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99.33%

96.05%

94%

95%

96%

97%

98%
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MobileNet DenseNet121

Average performance accuracy

Training Accuracy Testing Accuracy

Figure 3: Average performance of the models

Table 2: Experiments results (Combined/Average)

Training accuracy Testing accuracy

MobileNet 100% 99.33%
DenseNet121 97.64% 96.05%

5.2 Comparison with State-of-the-Art
Finally, the classification performance of the proposed models was evaluated, and the results

were compared to the performance of previous studies. First, the two models were trained using
several sources, such as Kaggle, Google Images, and Atlas. Upon conducting several experiments,
it was revealed that the results of the MobileNet architecture achieved the highest accuracy. Then,
DenseNet121 was used with the same dataset. Both were imported as pre-trained models. The studies
were carefully selected based on common grounds to provide a fair comparison.

Table 3 compares state-of-the-art approaches to similar datasets for skin disease in children. The
schemes are shortlisted based on their suitability and alignment with the dataset. Training and test data
accuracy continued to increase until the 1930s and gradually started to saturate for the later eras. Upon
comparing the detection results of MobileNet and DenseNet121, the performance of the MobileNet
model trained on images is generally superior to DenseNet121. The model was trained using only body
images of eczema, psoriasis, and ringworm diseases. Hence, the average accuracy, precision, recall, and
F1-score are listed in Table 3.

Upon comparison to state-of-the-art, the scheme in the literature [43] is close to the proposed
models in terms of accuracy. However, other metrics are not mentioned in the study. In addition, the
studies in [44] and [45] perform considerably below the proposed models. Numerically, that is around
6% and 15% below MobileNet while 4% and 12% below DenseNet121, respectively.
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Table 3: Comparison with state-of-the-art

Model Accuracy F1-Score Recall Precision

MobileNet 0.9999 0.99 0.98 0.978
DenseNet121 0.97 0.96 0.975 0.9675
VGG19 (2022) [43] 0.99 NA NA NA
MobileNet (2020) [44] 0.8473 NA NA NA
Deep learning system (2020) [45] 0.93

5.3 Discussion
This study presents transfer learning approaches to skin disease classification among children. A

diverse range of datasets are combined, and the pre-trained models are investigated. The proposed
models are promising in accuracy and other merits, such as precision, recall, and F1-score. Afterward,
the scheme is compared to state-of-the-art, which indicates that the proposed schemes outperform
in classification accuracy. The proposed schemes incorporated three common skin diseases among
children: eczema, ringworm, and psoriasis. In addition, the datasets are adequately preprocessed and
annotated, and they contain high-resolution images. This is the main reason behind the overall good
results.

As far as the study’s limitations are concerned, firstly, it is limited to only three diseases above,
while studies in the literature [45] comprehend a greater number of diseases in their modeling and
classification. Secondly, the current study only targets skin diseases among children, not adults.
Thirdly, analyses are not made on gender bases. These limitations can be addressed in the future by
incorporating large visual models (LVM) [46] with more diseases and a diverse range of age groups
with gender segregation.

6 Conclusion

DL is successfully applied to detect skin diseases with high accuracy. This study achieved an
accuracy of 99.99% utilizing the MobileNet model. Hence, patients suffering from skin conditions
can receive faster, more accurate diagnoses and earlier treatment. Also, the results indicated that
DL can potentially become a valuable tool for diagnosing skin diseases in the future. Although
DL can be valid for future clinical applications, some challenges must be addressed before it can
be implemented. There is a need to gather additional data for training and validating the models
and develop more robust models that can demonstrate better generalization to unseen data. More
sophisticated models can be developed to detect a broader array of skin diseases for future work.
Additional data sources, such as a Saudi dataset, can be incorporated into these models to improve
their accuracy. Research can be conducted on the methods to automatically interpret their results,
allowing clinicians to receive actionable insights from DL models. Lastly, all these efforts will improve
the accuracy and reliability of skin disease detection using DL. In the future, hybrid intelligence-based
approaches must be investigated to improve the results of skin disease detection among different age
groups by incorporating data augmentation techniques.
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