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ABSTRACT

Phishing attacks present a serious threat to enterprise systems, requiring advanced detection techniques to protect
sensitive data. This study introduces a phishing email detection framework that combines Bidirectional Encoder
Representations from Transformers (BERT) for feature extraction and CNN for classification, specifically designed
for enterprise information systems. BERT’s linguistic capabilities are used to extract key features from email content,
which are then processed by a convolutional neural network (CNN) model optimized for phishing detection.
Achieving an accuracy of 97.5%, our proposed model demonstrates strong proficiency in identifying phishing
emails. This approach represents a significant advancement in applying deep learning to cybersecurity, setting a
new benchmark for email security by effectively addressing the increasing complexity of phishing attacks.
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1 Introduction

Given the growing integration and interdependence of information systems [1], the present
situation of cybersecurity inside corporate information systems raises serious issues. Aiming to defend
information assets from threats handled, stored, and transferred by internetworked information
systems [2,3], cybersecurity refers to practices connected to enterprise IT security, information
security, and cybersecurity [2,3]. Although there is general consensus on safeguarding computer
and network systems from harmful malware and unauthorized access, use, disclosure, disruption,
modification, or destruction to ensure integrity, confidentiality, and availability of information and
information systems [2,4,5]. Reduced dependability of cybersecurity systems causes vulnerabilities in
corporate information systems and breaches of data confidentiality, integrity, and availability [6,7].
Cybersecurity is intrinsically dependent on the preservation of business essential interests, human and
intellectual capital, trade secrets, proprietary technologies, earnings, and market value [8]. Moreover,
the analysis of cyber risks on the economic losses or expenses of the company helps to define the
economic efficiency of corporate cybersecurity [9].

Ensuring the security of data, knowledge, and the performance of the industrial value chain
depends on cybersecurity strategies being integrated with organizational efforts, information, and
communication technologies [10,11]. Given their small, geographical, and familiar reach and financial
resources [12], Small and Medium-sized Enterprises (SMEs) are seen as a blind spot in information
security and cybersecurity management. The expansion of Secure Knowledge Management (SKM)
systems feeds the ongoing need for qualified cybersecurity experts [13]. The manufacturing industry
deals with urgent cybersecurity concerns, so automated threat analysis at every level of the company
or business becomes very necessary [14]. Better data protection in companies and industrial control
systems depends on cybersecurity [15,16]. Generally speaking, every company uses various analytics
tools to document cybersecurity events and data breaches, hence adopting a varied posture [17,18].
Indeed, the use of email as a communication medium is important in enterprise information systems
as it has evolved into a necessary tool for contemporary communication allowing direct, flexible,
and quick information exchange [19,20]. However, the extensive usage of email has also made it
a prominent target for many cyberattacks, especially phishing efforts. Using the weaknesses in the
information technology system, phishing emails have greatly endangered users [21,22].

Phishing attacks include the use of misleading strategies in online communications wherein
credible-looking emails are sent to people to fool them into disclosing sensitive personal information
[23,24]. Emails have become susceptible to assaults like spamming [25–27] as their usage for corporate
transactions and general communication increases. Furthermore, email correspondence has grown to
be a major cybersecurity risk for companies as they allow harmful actions and cybersecurity breaches
to be enabled [28,29].

The susceptibility of email to phishing attacks has also been noted in particular circumstances,
such as in the distribution automation system, where the dedicated communication backbone can
be readily accessed by adversaries, possibly leading to malware intrusion through phishing emails
[22,30]. Furthermore, challenging to completely avoid are phishing emails, which use human weakness
to imitate [31,32].

Email’s importance as a communication medium is underlined even more by its usage in several
fields, like mental health, where it is more prone to inadvertent leaks and losses than in-person contact
[33–35]. Nonetheless, the susceptibility of email to security and privacy issues still causes great worry
as enemies may use it to get private data and damage security [36,37].
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In this context, in this study, we introduce a dual-model deep learning framework that leverages
the strengths of both Bidirectional Encoder Representations from Transformers (BERT) for nuanced
linguistic feature extraction and Convolutional Neural Network (CNN) for accurate and efficient
classification to address the pervasive challenge of phishing in enterprise information systems.

The rest of the paper is organized as follows: Section 2 presents the related work. The details of
the research methodology are presented in Section 3. Section 4 presents the results. Finally, Section 5
concludes the paper.

2 Related Work

Aiming to reduce the hazards related to false email communications, many frameworks have been
suggested for the detection of phishing emails (Table 1). These systems improve phishing email detec-
tion and categorization by using cognitive principles, natural language processing, and machine learn-
ing, among other approaches. One such framework suggested integrating the Levenberg-Marquardt
approach with feed-forward backpropagation using an anti-phishing enterprise environment model.
This method uses an artificial neural network (ANN) in corporate settings to identify phishing emails
[38]. In order to classify participant performance into either “good” or “bad,” Li et al. [39] have also
presented a machine learning framework including attribute reduction and 10-fold cross-valuation
to grasp user behaviors when phishing attacks take place. Vajrobol et al. [40] proposed a mutual
information-based model for phishing attack detection. Jain et al. [41] presented a content and URL
analysis-based efficient approach to detect smishing SMS in intelligent systems. Gupta et al. [42]
proposed an empowered email classifier for IoT-based systems in Industry 4.0. Heiding et al. [43] used
large language models to devise and detect phishing emails. Hussain et al. [44] proposed an effective
and lightweight phishing detection method based on multi-variant Convolutional Neural Networks
(ConvNets).

Table 1: Summary of approaches for phishing email detection

Reference Focus Methodology Key contributions

[38] Anti-phishing enterprise
model

ANN with feed-forward
backpropagation and
Levenberg-Marquardt

Detection of phishing
emails within enterprise
environments.

[39] Machine learning for user
behavior

Attribute reduction and
10-fold cross-validation

Classification of
participant
performance during
phishing attacks into
‘good’ or ‘bad’.

[45] Fresh-Phish framework Machine-learning data
creation for phishing website
detection

Enhanced
auto-detection of
phishing websites.

[46] Neural network-based model Character and word
embeddings

Improved detection of
deceptive emails.

[47] Keras word embedding and
CNN

Improved RCNN model Enhanced phishing
email detection model.

(Continued)
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Table 1 (continued)

Reference Focus Methodology Key contributions

[48] Multilayer neural network Focus on Vietnamese email
context

Enhanced detection of
phishing emails in
Vietnamese contexts.

[49] Text analysis and ML
approach

Features specific to phishing Improved accuracy in
phishing email
detection.

[50] Intelligent cybersecurity
system

Deep learning techniques Emphasized the need
for more effective
phishing detection
technology.

[51] Dynamic and combined
technique

THEMIS deep learning
algorithm

Effective email phishing
prediction.

[52] Psycholinguistic features
analysis

Analysis of emails for
deception features

Improved spam and
phishing detection
technologies.

[53] Cognitive neuroscience of
phishing

Phishing Email Suspicion Test
(PEST)

Evaluation of cognitive
mechanisms in phishing
detection.

[54] Phishing training program Short online training program Highlighted the
importance of user
training in identifying
phishing attempts.

[55] Multimodal alert system Development of audio, visual,
and haptic phishing email
alerts

Potential enhancement
of phishing detection
through multimodal
alerts.

Moreover, Shirazi et al. [45] have created the “Fresh-Phish” framework, a better method for
producing current machine-learning data for phishing websites, thus improving phishing website
auto-detection. Using character and word embeddings to improve the identification of false emails,
Stevanović et al. [46] also presented a neural network-based phishing email detection model. Also,
Fang et al. [47] presented a Keras word embedding and convolutional neural network (CNN)
enhanced phishing email detecting model. Presenting an association rules-based method for anomaly
identification on Controller Area Network (CAN)-bus, D’Angelo et al. [56] designed especially for
Software-Defined Networking (SDN), enabled IoT scenarios.

Abid et al. [57] presented a Multi-Level Deep Neural Network suited for this aim. Building on
this, Abid et al. [58] presented the ECMT Framework, which provides a complete methodology for
IoT security by combining in-memory attribute inspection and advanced neural network designs
with hybridized machine learning approaches. These contributions match with larger initiatives to
use Information and Communications Technologies (ICT) for sustainable development objectives
(Wu et al.) [59], so addressing urgent issues in IoT security. Furthermore, stressing the requirement of
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green solutions in managing the enormous data created by IoT networks, Wu et al. [60] underlined the
need to tackle environmental issues in big data processing. These papers highlight the many dimensions
of IoT research and its consequences for both security and environmental sustainability by bridging
the gap between security, sustainability, and technical innovation.

Furthermore, Xuan [48] suggested a multilayer neural network architecture for email phishing
detection in an effort to improve phishing email detection in Vietnamese environments. Likewise,
Oladimeji [49] provided a text analysis and machine learning method for phishing email detection,
including phishing-specific characteristics to improve detection accuracy. Emphasizing the necessity
of more efficient phishing detection technology to help to reduce the rising danger of phishing emails,
Mughaid et al. [50] have created an intelligent cybersecurity phishing detection system utilizing deep
learning methods. Apart from machine learning-based solutions, Hema [51] presented a dynamic and
integrated phishing detection method, therefore presenting the THEMIS deep learning algorithm
for efficient email phishing prediction. Furthermore, Xu et al. [52] underlined the need to evaluate
emails for psycholinguistic traits linked with dishonesty to fine-tune and enhance spam and phishing
detecting tools. These systems show the many methods and tools used to handle the phishing
email detection problem. Furthermore, various research has looked into the cognitive processes and
behavioral signals of false positives and phishing sensitivity. The Phishing Email Suspicion Test
(PEST), a lab-based test for assessing the cognitive neuroscience of phishing detection, was first
presented by Hakim et al. [53]. This helped to clarify the cognitive processes engaged in phishing
detection. Emphasizing the need to teach users to recognize phishing efforts, Weaver et al. [54]
investigated the efficacy of a brief online phishing training program meant to assist users in detecting
phishing emails.

Moreover, Cooper et al. [55] described the empirical findings of subject-matter experts on the
construction of an auditory, visual, and haptic phishing email alert system, thereby stressing the
possibilities of multimodal warning systems to improve phishing detection. This research highlights the
interdisciplinary character of phishing email detection, including technical, behavioral, and cognitive
elements. To speed processing in home UbiHealth systems, Sarivougioukas et al. [61] suggested
the integration of fused contextual data with threading technology. Chopra et al. [62] investigated
generative adversarial networks for text-to-image synthesis. To improve hazy visibility in visual IoT-
driven intelligent transportation systems, Liu et al. [63] used deep network-enabled methods Using
deep belief networks with ResNet models for maximum security, Nguyen et al. [64] investigated the use
of secure blockchain-enabled Cyber-Physical System (CPS) in healthcare. Gupta et al. [65] presented
a fresh method for real-time lexical-based machine learning phishing URL detection. Examining
phishing attack strategies, defensive mechanisms, and open research issues, Jain et al. [66] furthermore
stressed the need to reduce false information in linked systems, Zhang et al. [67] created a deep learning-
based quick fake news detecting model for cyber-physical social services. Together, these projects help
to further CPS technology’s knowledge and use in many spheres.

3 Research Methodology

Our proposed approach is divided into two phases. The first phase is used to extract the features
from the email text, and then the second phase uses the CNN model to classify the features. The details
of the phases are as follows:
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Algorithm 1: Feature extraction using BERT for phishing email detection
1: Load BERT model and tokenizer
2: Initialize an empty list for features
3: procedure ExtractFeatures(text)
4: Tokenize text with special tokens and truncation
5: Convert tokens to tensor and move to device
6: Pass tensor through BERT model
7: Extract hidden states
8: Concatenate the last four layers of hidden states
9: Compute mean of concatenated hidden states

10: Append result to the features list
11: end procedure
12: for each email text in the dataset do
13: Extract features using ExtractFeatures
14: end for
15: Combine features into a tensor
16: Return feature tensor

3.1 Feature Extraction
Using the BERT model (Algorithm 1), the first step of our proposed method for phishing email

detection uses a feature extraction algorithm. The method starts with pre-trained BERT model loading
along with a matching tokenizer. Every email text in the collection is tokenized to guarantee the
inclusion of special tokens and adherence to a certain maximum length. After that, the tokenized
text is turned into a tensor and run through the BERT model to create a sequence of hidden states for
every token.

Our method depends critically on the aggregation of the final four layers of hidden states derived
from the BERT model output. We get a rich picture of the contextual interactions within the text by
concatenating these layers. We derive a single feature vector that captures the fundamental linguistic
traits of the email content by means of the mean of these concatenated hidden states. This vector is
subsequently added to a list of features that, when aggregated following completion of processing the
whole dataset, forms a master feature tensor.

Input for the next classification step is this tensor, which captures the condensed language core
of our dataset. The capacity of our model to distinguish between regular and phishing emails with
great accuracy depends on the efficacy of this feature extraction process, which is described in the
methodology and provides a strong basis for the difficult job of email classification within corporate
information systems.

3.2 CNN for Phishing Email Classification
Building on the strong feature set obtained using BERT, the second step of our proposed method

consists in the use of a CNN for the email categorization into “Normal” and “Phishing” categories.
First reshaped to fit CNN input criteria, the feature tensor guarantees that every feature vector is
suitably arranged for convolutional operation. Then, horizontally concatenated with the matching
labels, this ordered dataset becomes a whole dataset suitable for model training and assessment.
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Algorithm 2: Application of CNN for phishing email classification
1: Reshape feature tensor for CNN input
2: Concatenate features with labels to form the dataset
3: procedure SplitDataset(dataset)
4: Split dataset into features and labels
5: Split into training and testing sets
6: Convert splits to tensors
7: end procedure
8: procedure ConstructCNNModel
9: Define CNN with layers and parameters

10: Include ReLU activation and MaxPooling
11: Apply flattening layer for FC layers
12: Use dropout for regularization
13: Define output layer for classification
14: end procedure
15: Initialize CNN model
16: Train model with training data
17: Evaluate on testing data

Following an 80–20 split, the dataset is separated into feature and label sets as stated in the method,
which are further split into training and testing subsets. This division has greatly aided in validating the
performance of the model on unprocessed data. Tensors-the necessary form for CNN processing are
then derived from the training and testing sets. Multiple layers built to capture the hierarchical patterns
in the data help to build the CNN model itself. It consists of ReLU activations in convolutional layers
followed by max pooling to reduce the feature maps; a flattening step then moves the convolutional
output to fully connected layers. Dropout is deliberately included to avoid overfitting and guarantee
that the model fits fresh data. Designed for binary classification, the last layer generates the likelihood
that an email is a phishing effort. The model adjusts its parameters to reduce classification error after
initialisation by means of a training process on the training set. The trained model is then put through
the testing set and its performance is evaluated closely. The whole process, as captured in the algorithm,
underlines the model’s high accuracy in identifying and classifying phishing emails, therefore greatly
enhancing the general effectiveness of the phishing detection system in corporate information systems.

4 Results and Discussion
4.1 System Specifications

Six physical core and twelve logical core Intel64 Family 6 Model 151 Stepping 5 processors
were running Windows 10 (Version 10.0.226), under which the model development took place. The
machine has 16 GB of Random-access memory (RAM), of which 8.25 GB was accessible during the
tests, therefore using 51.2% of the total capacity. The storage arrangement included a 50.3% used
500 GB disk. Operating with a low load and a steady temperature of 36◦C, the NVIDIA GeForce
RTX 3050 with 8 GB of RAM was used for computational chores needing graphics processing
unit (GPU) acceleration. Python 3.9 with the following libraries-PyTorch 2.2.1 for deep learning
model implementation, Pandas 1.5.3 and NumPy 1.24.3 for data manipulation and preprocessing,
and scikit-learn 1.4.1.post1 for other machine learning tools constituted the software environment.
This arrangement gave a strong and effective stage for putting the suggested BERT and CNN-based
phishing detection system into use and evaluating it.
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4.2 Dataset Representations
We used the Kaggle data set to test our proposed model [68]. The dataset is imbalanced, so we

used SMOTE to balance the dataset. We created word clouds from the dataset to get an understanding
of the textual patterns and frequent terms related to phishing and non-phishing emails.

Fig. 1 displays the word cloud produced from the dataset, therefore stressing the most often
occurring terms in the emails. Every word’s frequency determines its size; hence, bigger words show
more often in the dataset. Independent of their classification, this image offers a summary of the shared
language used in emails.

Figure 1: Word cloud

Fig. 2 shows a word cloud emphasizing distinctive phrases and keywords that could point to
phishing or safe emails. Comparatively, to more neutral or less common phrases in secure emails,
we may see variations in word use patterns that are unique to phishing emails by comparing these two-
word clouds-terms associated with urgency or action demands (e.g., “urgent,” “account,” “login”).

Figure 2: Unique word cloud
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4.3 Accuracy and Loss Variation
We train the CNN model for five epochs to make it lightweight. Fig. 3 shows the model’s

performance in terms of both accuracy and loss tracked across the training and test periods. The
training loss was 0.1932 with an accuracy of 92.58% at first epoch 0; the testing phase produced a loss
of 0.1362 with an accuracy of 94.86%. One could clearly see a development as the program went on. By
epoch 4, the training loss dropped to 0.0695 with a matching 97.50% accuracy. The test loss dropped
simultaneously to 0.0802, with a test accuracy of 97.39%. The capacity of the model to generalize well
from the training data to unknown test data is shown by the continuous decrease in loss and rise in
accuracy across the epochs.

Figure 3: Accuracy and loss

4.4 Classification Report
For both Normal and Fault, the classification report, shown in Fig. 4, offers a thorough analysis

of the model’s performance across many criteria, including accuracy, recall, and F1-score. For the
“Normal” class, which included 1295 samples, the model attained an F1-score of 0.96, a recall of 0.95,
and an accuracy of 0.98. With a larger sample size of 2213, the “Fault” class showed somewhat less
accuracy at 0.97 but greater recall and F1-score at 0.99 and 0.98, respectively. With an overall accuracy
of 97%, the model performed quite strongly for both classes. Further underlining the model’s balanced
performance are the steady macro average and weighted average scores for accuracy, recall, and F1-
score at 0.97. These measures verify that the model is well-calibrated to differentiate between normal
and fault situations in the dataset.

4.5 Confusion Matrix
Confusion matrix in Fig. 5 offers a graphic overview of our suggested model’s classification

performance. Out of 1295 cases in the “Normal” class, the model accurately predicted 1233 cases,
62 cases misclassified as “Fault,” according to the matrix. On the other hand, for the “Fault” class,
out of 2213 cases, the model correctly predicted 2183 occurrences, with only 30 cases wrongly labeled
as “Normal.” This reflects the great capacity of the model to accurately recognize both normal and
fault situations, hence producing a high true positive rate for both classes. With few false positives
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and false negatives, the modest amount of misclassifications points to the model’s dependability and
efficacy for the intended phishing detection choreography.

Figure 4: Proposed approach classification report

Figure 5: Proposed approach confusion matrix

4.6 Comparative Analysis
We assessed the performance of six common machine learning and deep learning models: Gated

Recurrent Unit (GRU), Long Short-Term Memory (LSTM), Recurrent Neural Network (RNN),
Logistic Regression, Support Vector Machine (SVM), and a Simple Neural Network in order to
compare their efficacy in phishing detection within corporate systems. Confusion matrices and
classification reports let the models be evaluated holistically, therefore revealing their strengths and
shortcomings.



CMES, 2024, vol.141, no.3 2175

4.6.1 Gated Recurrent Unit

With 97% the GRU model showed the best accuracy among all the evaluated models. Suggesting
that it is equally successful in identifying both sorts of emails, the GRU model maintained high
accuracy (0.97), recall (0.97), and F1-scores across both “Normal” and “Fault” classes as shown in
the classification report (Fig. 6). With just a limited number of misclassifications, e.g., 46 misclassified
“Normal” instances and 66 misclassified “Fault” instance, the confusion matrix (Fig. 7) shows that
GRU properly classified most of the cases. The low incidence of false positives and false negatives
emphasizes the model’s resilience in practical situations where high-accuracy phishing email detection
is very vital.

Figure 6: GRU classification report Figure 7: GRU confusion matrix

4.6.2 Long Short-Term Memory

Complementably accurate at 96%, the LSTM model followed the GRU rather closely. Particularly
for the “Normal” class, where the F1-score was much lower, the classification report (Fig. 8) shows a
somewhat smaller accuracy and recall than GRU. Although LSTM identified most cases very well,
it struggled somewhat more than GRU in differentiating between “Normal” and “Fault” emails.
Fig. 9 shows this confusion matrix. LSTM is nonetheless a good choice, especially in situations where
sequence relationships in data could be more evident.

Figure 8: LSTM classification report Figure 9: LSTM confusion matrix
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4.6.3 Recurrent Neural Network

Though strong, RNNs exhibited a little drop in accuracy when compared to GRU and LSTM;
however, they ranked at 96%. Although competent, the classification report (Fig. 10) and confusion
matrix (Fig. 11) show that RNNs may not manage long-term dependencies as effectively as GRU or
LSTM, hence causing more misclassifications. With a larger incidence of false negatives, the confusion
matrix displays more noteworthy misclassification in the “Normal” class. This implies that, especially
when correct long-term context knowledge is vital, RNNs may not be as dependable as GRU and
LSTM in phishing detection chores even if they can perform well.

4.6.4 Logistics Regression

Logistic Regression attained a 95% accuracy level, as a classic machine learning model. Although
recall and accuracy are adequate, the classification report (Fig. 12) demonstrates that deep learning
models lead in both respects. Given its lower F1-score, logistic regression especially had difficulty
spotting “Fault” events. Examining the confusion matrix (Fig. 13), one finds that many “Fault” events
were misclassified as “Normal.” In a security setting, where failure to identify phishing emails might
have dire consequences, this greater proportion of false negatives is troubling. The performance of
logistic regression shows how limited conventional models are in intricate, real-world situations such
as phishing identification.

Figure 10: RNN classification report Figure 11: RNN confusion matrix

Figure 12: LR classification report Figure 13: LR confusion matrix
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4.6.5 Support Vector Management

With a 95% accuracy, SVM behaved much like Logistic Regression. Though it still falls short of
the deep learning models, the classification report (Fig. 14) shows that SVM has a somewhat higher
accuracy and recall than Logistic Regression. With a substantial number of misclassified cases, the
confusion matrix (Fig. 15) indicates that SVM likewise battled the “Fault” class. Although SVM might
be useful in smaller or more organized datasets, given the complex and variable nature of phishing
detection in corporate systems it might not be the ideal option.

Figure 14: SVM classification report Figure 15: SVM confusion matrix

Now, we performed a comparison study against six conventional models: GRU, LSTM, RNN,
Logistic Regression, SVM, and a Simple Neural Network to verify our suggested technique even
further. Figs. 16 and 17 provide two important metrics, accuracy and loss, which the comparison
focused on.

Figure 16: Accuracy comparison

Fig. 16 shows that in terms of accuracy across the training epochs, the suggested method regularly
exceeded all other models. The suggested method first had the same accuracy as the other models,
but it soon changed to reach the maximum accuracy of over 97.5% by the conclusion of the fifth
epoch. Though with somewhat lower ultimate accuracy, the GRU and LSTM models also showed
great performance, closely following the suggested method. Although initially competitive, RNN
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demonstrated a plateau in accuracy during the third epoch, indicating difficulties in further learning.
By comparison, along with the Simple Neural Network, conventional machine learning models such
as Logistic Regression and SVM showed slower development across the epochs and began with lower
beginning accuracies. These models had lagged by the fifth epoch; Logistic Regression showed the
most notable difference.

Figure 17: Loss comparison

Given that the suggested method regularly maintained the lowest loss values across the training
period, the loss comparison shown in Fig. 17 emphasizes even more, its better performance. Although
GRU and SVM exhibited competitive loss values, they were still somewhat greater than the suggested
method. While they were good in learning, LSTM and RNN showed modest loss values, meaning
that they were not as optimized as GRU or the suggested method in lowering error. Conversely,
logistic regression and the simple neural network showed the best loss values throughout the epochs.
This emphasizes the restrictions of these models for difficult tasks, including phishing detection, and
reflects their reduced power to generalize from the training data, which corresponds with their lower
accuracy performance.

5 Conclusion

Using the combined powers of BERT for subtle feature extraction and CNN for precise classi-
fication, our work offers a fresh method for phishing email detection within corporate information
systems. While CNN has shown great accuracy and recall in classification tests, the BERT model
efficiently extracted linguistic features from the email corpus. Based on a 93% accuracy rate, our
findings imply that deep learning methods may greatly improve phishing attempt detection. The
classification report and confusion matrix reveal the strong resilience of our model, which emphasizes
its possible dependability as a tool for cybersecurity in corporate settings. Our proposed models detects
the phishing emails efficiently, however, still there is a scope of improvement. In this context, we will
try to update the model parameters to detect the phishing email more efficiently. In the future, we will
concentrate on testing our model with many datasets.
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