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ABSTRACT: The escalating complexity and heterogeneity of modern energy systems—particularly in smart grid and
distributed energy infrastructures—has intensified the need for intelligent and scalable security vulnerability classi-
fication. To address this challenge, we propose Vulnerability2Vec, a graph-embedding-based framework designed to
enhance the automated classification of security vulnerabilities that threaten energy system resilience. Vulnerability2Vec
converts Common Vulnerabilities and Exposures (CVE) text explanations to semantic graphs, where nodes represent
CVE IDs and key terms (nouns, verbs, and adjectives), and edges capture co-occurrence relationships. Then, it embeds
the semantic graphs to a low-dimensional vector space with random-walk sampling and skip-gram with negative
sampling. It is possible to identify the latent relationships and structural patterns that traditional sparse vector methods
fail to capture. Experimental results demonstrate a classification accuracy of up to 80%, significantly outperforming
baseline methods. This approach offers a theoretical basis for classifying vulnerability types as structured semantic
patterns in complex software systems. The proposed method models the semantic structure of vulnerabilities, providing
a theoretical foundation for their classification.
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1 Introduction
The growing complexity of modern software systems, compounded by the integration of artificial intelli-

gence technologies, leads to increasingly diverse and sophisticated forms of security vulnerabilities [1]. These
vulnerabilities often emerge not in isolation, but as interconnected phenomena, such as semantic approaches
that integrate vulnerability patterns [2] and structural techniques grounded in code-level representations [3].
In response, cybersecurity research institutions disseminate large-scale vulnerability information to support
standardized risk assessment and mitigation efforts [4]. The National Vulnerability Database (NVD) [5], for
example, registers more than 40 new entries daily which reflects the dynamic and high-dimensional nature
of the current threat landscape. These trends underscore the urgent demand for intelligent classification
frameworks that can model latent structures and evolving semantics, particularly within complex energy
domains [6]. Energy systems comprise tightly coupled components spanning software, hardware, and
communication protocols. Traditional vulnerability classification methods often fail to adequately capture
this complexity. Therefore, there is a critical need for classification techniques that can effectively model the
semantic characteristics in such systems.
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Common vulnerabilities and exposures (CVE)1 and common weakness enumeration (CWE)2 are
cybersecurity standards managed by MITRE3. CVE provides information related to various environments
such as systems, software, and web applications, while CWE provides a formal taxonomy of generalized
software weakness types. However, CVE entries lack an explicit classification schema, making them unsuit-
able for tasks requiring semantic categorization. The National Vulnerability Database (NVD), maintained
by the National Institute of Standards and Technology (NIST), augments CVE entries with structured
metadata to facilitate comprehensive impact analysis and risk assessment [6]. Although CVEs and CWEs
are complementary, structural inconsistencies caused by the unstructured nature of CVE descriptions make
automated classification difficult.

Although they are complementary, the structural misalignment between CVE and CWE hinders auto-
mated classification. Because CVE descriptions are unstructured, and CWE mappings are often incomplete.
It is difficult to build scalable and interpretable threat detection architectures, especially in smart energy
systems and cyber-physical domains. As vulnerability data grows in volume and complexity, the need
arises for representation models that capture semantic structure—paving the way for graph-based learning
methods grounded in deep and fractional modeling paradigms.

Recent advancements in cloud computing and artificial intelligence (AI) technologies increase the need
for information management across various platforms. This expansion gives rise to increasingly complex
and multifaceted attack patterns that challenge conventional classification systems based on predefined
categories [7]. As shown in Fig. 1, there is a sharp increase in the number and types of security vulnerabilities
reported in CVE. They are yet to be incorporated into the list of security weaknesses of existing software.
As shown in Fig. 2, the growth rate of CWE increases by an average of approximately 27% from 1999
to 2017. Modern attacks often depend on the subtle misuse of logic, application programming interfaces
(APIs) or contextual behavior, which is challenging to identify using structural features alone. Therefore,
classifying vulnerabilities based on semantic context is essential, especially in complex, dynamic areas such
as energy systems. This expansion introduces increasing semantic heterogeneity and hierarchical imbalance
in vulnerability classification. It makes a structured mapping framework necessary to align emerging threats
with their corresponding software weaknesses [8,9].

Figure 1: CVEs Count by year4

1https://www.mitre.org/focus-areas/cybersecurity (accessed on 15 May 2025).
2https://cwe.mitre.org/ (accessed on 15 May 2025).
3https://www.mitre.org/ (accessed on 15 May 2025).
4http://cvedetails.com (accessed on 15 May 2025).

https://www.mitre.org/focus-areas/cybersecurity
https://cwe.mitre.org/
https://www.mitre.org/
http://cvedetails.com
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Figure 2: CWEs Count by year5

Because CVE data lacks an explicit representation of attack patterns, it often requires expert interpre-
tation based on contextual security knowledge to determine operational relevance. Common Attack Pattern
Enumeration and Classification (CAPEC)6 provides information on attack patterns that exploit security
vulnerabilities. Although directly linking CVE with CAPEC remains challenging, it can be achieved by
correlating them with the software security weaknesses defined in CWE [10,11]. The CWE classification
systematically organizes diverse vulnerability information, enabling accurate risk assessment and the formu-
lation of effective mitigation strategies. However, the pronounced class imbalance remains a fundamental
limitation that constrains effective modeling of infrequent CWE categories [12]. Traditional methods for
categorizing vulnerabilities often depend on relationships from information extracted by domain experts
from various components, including system-level attributes [1] and software specifications [10,11,13,14].
Despite being a time-consuming process, traditional methods can lead to a high probability of errors and
consistency issues owing to the subjective judgments of experts [15]. Therefore, the key to cybersecurity
defense lies in dynamic management in response to in-creasing information and in analyses that can replace
the role of experts [16].

The CVE description is important in CWE categorization because it often contains the most essential
of the attributes. This provides insights into the conditions that define each vulnerability, thereby supporting
both the mitigation of cyber-attacks and the development of effective response strategies [17]. Traditional
automated classification approaches rely primarily on frequency-based analysis of terms appearing in CVE
texts. Early neural network-based methods adopt one-hot encoding to represent features as sparse vectors.
However, sparse vector representations—characterized by a limited set of activated terms—struggle to cap-
ture semantic distinctions when identical terms occur in different contexts. Moreover, such representations
are insufficient for recognizing emerging vulnerability types due to the low frequency of critical technical
terms or novel patterns. Meanwhile, methods like Sparse Coding [18] and Hashing Trick [19,20] improve
computational efficiency and essential feature extraction while capturing contextual variations only to a
limited extent.

Graph-based representation learning has emerged as a powerful paradigm for modeling structured
relationships across complex domains. Unlike sparse vector representations, graph-based approaches are
well-suited for modeling semantic and syntactic relationships. Graphs enable the abstraction of diverse data
types—such as text, images, and entities—into nodes and edges. This effectively captures both local and

5https://www.cvedetails.com/cwe-definitions/ (accessed on 15 May 2025).
6https://capec.mitre.org/ (accessed on 15 May 2025).

https://www.cvedetails.com/cwe-definitions/
https://capec.mitre.org/
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global topological dependencies [21–23]. Traditional vulnerability detection methods (i.e., sparse vector
representation via graph embeddings, source code graph-based methods) have difficulty capturing the
potential semantic structure inherent in CVE descriptions. The limitations are even more pronounced
when source code or text-based semantic relationship is unavailable. Graph embeddings capture the
semantic relationships among key parts of speech extracted from vulnerability descriptions. By modeling
the co-occurrence of local terms within a global semantic context, the method effectively encodes the
interdependence among different types of vulnerabilities.

Graph embedding based methods are successfully applied in a wide range of contexts, including
social networks, biological systems, and recommender architectures [24–26]. Graph embedding transforms
relational structures into low-dimensional vector spaces while preserving connectivity and proximity
information between entities. In the domain of software vulnerability analysis, graph neural networks
(GNNs) show promise in modeling structural properties of source code through constructs such as abstract
syntax trees (ASTs) and control flow graphs (CFGs). While effective in capturing syntactic structure, these
approaches face limitations in generalizing to vulnerability types characterized by latent semantic nuances
and context-dependent behaviors [27,28].

This paper presents Vulnerability2Vec to address challenges inherent in sparse vector representations
derived from CVE description texts. The proposed method exhibits both structural complexity and seman-
tic diversity. First, Vulnerability2Vec captures contextual relationships by learning the connections and
structural patterns among nodes. The proposed method involves constructing a graph that models the
semantic relationships among key parts of speech. Then, it classifies the graph using a traditional machine
learning–based graph embedding model. This process positions elements with high semantic similarity in
adjacent spaces. Second, we perform automated vulnerability classification by analyzing node similarities
based on structural information. This process identifies related vulnerabilities while attacking techniques,
uncovering hidden patterns within networks. This approach effectively captures contextual information
through semantics-driven graph construction, without relying on the representational complexity of deep
learning–based graph neural networks. Our contributions are as follows:

• We propose a novel approach with a unified multi-relational graph that integrates source code and
graph components.

• Our proposed method outperforms over six baselines despite the expansion of CWE categories
vulnerability types.

• Experimental results demonstrate the effectiveness of graph representation and node embedding
process.

The remainder of this study is organized as follows. Section 2 reviews related work in the fields of
security vulnerabilities and graph embedding. Section 3 describes the proposed method. Section 4 presents
the experimental designs and results and discusses the research questions. Finally, Section 5 concludes the
paper. During the preparation of this manuscript, the authors utilized OpenAI’s ChatGPT version GPT-4o
to improve its linguistic clarity and grammar. The authors have carefully reviewed and revised the output
and accept full responsibility for all content.

2 Related Works

2.1 Vulnerability Classification
Classification of Vulnerability is a fundamental task in cybersecurity. It facilitates rapid response to

emerging threats, prioritization of security risks, and the formulation of appropriate mitigation strategies.
One line of work focuses on the use of sparse vectors from CVE descriptions and their subsequent application
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to machine learning algorithms. For instance, Na et al. [29] propose a naïve-bayes based classification
model by applying a sparse vector model from NVD. Rahman and Mustafa [30] propose a text feature
extraction method that enhances the classification performance by assigning weights to terms across the
entire document, rather than focusing solely on their simple frequency for specific security. Yosifova et al. [31]
apply various machine learning algorithms (linear support vector classification, multinomial naïve Bayes,
and random forest classification) to text feature extraction with term frequency weights. They confirm the
effectiveness of these algorithms in classifying vulnerability types. Yosifova [32] compares machine-learning
algorithms that employ different ensemble techniques and highlights the importance of effectively learning
complex data patterns for vulnerability classification.

2.2 Graph Embedding
Graph embedding captures the semantic relationships between terms. A study on graph embeddings

converts the structural information into low-dimensional vectors. For instance, Perozzi et al. [33] propose
DeepWalk, which applies a truncated random walk to a neural network model to learn relationships
between graph nodes. DeepWalk encodes relationships between similar nodes into a low-dimensional vector
space. This excels complex pattern recognition and structural understanding while preserving structural
information. Grover and Leskovec [34] propose Node2Vec, an extension of DeepWalk. Node2Vec effectively
captures the complex structure of graphs by employing breadth-first and depth-first sampling strategies to
generate node sequences. Perozzi et al. [35] propose Walklets, which learns multi-scale relationships through
paths of various lengths. Tang et al. [36] propose LINE, which applies to large-scale networks. LINE learns
both direct and indirect neighbor relationships between nodes, expressing wide contextual relationships as
low-dimensional vectors.

2.3 Source Code-Based Vulnerability Detection
In source code–based vulnerability detection, program structures such as ASTs and CFGs are applied

to GNNs. Wang et al. [37] propose VulGraB which encodes program dependency graphs from source code
with node2vec and applies a bidirectional gated graph neural network (BiGGNN) [38] for classification.
VulGraB enhances detection through control–flow and data–flow analysis. VulGraB processes low-level code
structures such as program dependency graphs. Its token-based node represents only partial access to higher-
level semantics. Tang et al. [27] propose the CSGVD model, which enhances vulnerability detection by
integrating source code sequences with graph-based structural representations. The model encodes semantic
and structural properties of source code through a unified encoder to generate task-specific representations.
The integration of semantic and structural representations involves intricate interactions, and the distinction
between contextual and structural features remains subtle, reducing the model’s interpretive clarity. Ling
et al. [28] propose DualGNN, which represents sequence embeddings as graph nodes and combines Graph
Convolutional Network (GCN) and Graph Attention Network (GAT) to capture local and global source code
characteristics. It extracts multi-scale features through convolutional kernels with varying receptive fields.
The model accommodates varying context lengths, while its architecture involves considerable complexity
and computational demand.

3 A Proposed Graph Embedding Approach for Efficient Vulnerability Classification
This section proposes Vulnerability2Vec, an efficient graph-embedding approach for vulnerability

classification (Fig. 3). It consists of two parts which are a graph representation method for the vulnerability
relationship and an efficient graph embedding approach.
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Figure 3: Overview of Vulnerability2Vec

The graph representation preprocesses each CVE description into a graph in which nodes correspond
to the CVE ID and salient terms (nouns, verbs, adjectives), while edges denote their co-occurrence relations.
This structure captures both the semantic and structural attributes of vulnerability. Random-walk sampling
combined with the Skip-Gram with Negative Sampling (SGNS) model embeds the graph into a continuous
vector space for classification. Algorithm 1 presents the procedure for constructing a text-based graph and
generating embeddings. The main components are described in detail as follows.

Algorithm 1: Vulnerability2Vec.
INPUT: CVE_Details (CVE ID, CWE ID, Score, CVE Description)

Embedding parameters: dimension d, walks per node r, walk length l, parameters p, q
OUTPUT: Graph G

Embeddings for each CVE_ID node in G
1. Initialize empty list Tokenized_Descriptions
2. FOR each CVE in CVE_Details DO

Tokenize CVE Description
POS Tag the tokens
Filter tokens by POS Tags
Append filtered_tokens to Tokenized_Descriptions

END FOR
3. Initialize empty Graph G
4. FOR each CVE in CVE_Details DO

Get the index of the current CVE in CVE_Details
FOR each token in Tokenized_Descriptions at the current index DO

Add node CVE.CVE_ID to G (if not exists)
(Continued)
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Algorithm 1 (continued)
Add node token to G (if not exists)
Add an edge between CVE.CVE_ID and token in G

END FOR
5. Adjust transition probabilities of edges in G based on parameters p, q,

optionally using CVE attributes (Score, CWE similarity)
6. Initialize empty list Walks
7. FOR each CVE_ID node in G DO

FOR iteration = 1 to r DO
Perform random walk of length l starting at CVE_ID using parameters p, q
Add the resulting walk to Walks

END FOR
END FOR

8. Extract security features from Walks
9. Train embeddings using extracted features with dimension d
10. RETURN Graph G and Embeddings

3.1 Graph Representation of Security Vulnerabilities
This section presents the graph representation step of security vulnerabilities to graph representations.

Our approach transforms CVE data into embedding vectors composed of nodes and edges to understand the
context and syntax of the descriptions. In this graph, nodes are formed from the preprocessed terms in the
descriptions, while the edges indicate the relationships between the CVE identifier and features. It clarifies
the various characteristics and interactions of security vulnerabilities.

Preprocessing. We preprocess the CVE data by extracting essential information of security vulnerabil-
ities into a format suitable for graph analysis. Fig. 4 illustrates the preprocessing step for Vulnerability2Vec.
This step converts textual data into a structured format to graphically represent CVE descriptions.
Tokenization separates textual data into terms that aid in analyzing key information regarding security
vulnerabilities. Part-of-speech (POS) tagging identifies important terms by classifying them as nouns, verbs,
and adjectives [39]. A structured representation of the preprocessed data facilitates an understanding of the
relationships between the causes, behaviors, and characteristics of vulnerabilities.

Figure 4: Preprocessing of a CVE description

Graph representation approach. We represent CVEs as a graph by linking them with preprocessed key
terms to understand complex relationships (Fig. 5). This graph consolidates vulnerability information into a
single structure and clarifies interactions. Nodes are constructed from nouns, verbs, and adjectives extracted
from CVE IDs and descriptions, where nouns represent core characteristics, verbs express functional
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behaviors, and adjectives reflect descriptive qualities. This representation of CVE terms as nodes helps
preserve the contextual semantics of each vulnerability. Edges capture the associations between CVE IDs
and their corresponding terms, effectively modeling contextual relationships as a graph structure. The nodes
in the graph are defined by Eq. (1).

V = {v1 , v2, ⋅ ⋅ ⋅ , vn} ∪ {w1 , w2, ⋅ ⋅ ⋅ , wm}, (1)

where vi is the CVE ID and w j represents the preprocessed terms (nouns, verbs, and adjectives) from the
description. n is the number of CVE IDs and m is the number of terms. The edges of the graph are defined
by Eq. (2).

E = {(vn , wm)∣vn ∈ VCV E , wm ∈ Vwords} (2)

where VCV E is a set of CVE ID nodes and Vwords is a set of preprocessed nodes (nouns, verbs, and adjectives)
from the text description. (vn , wm) represent the relationship between a specific CVE ID node vn and
node wm . Definition 1 describes the graph structure of this vulnerability information while Algorithm 2
summarizes the detailed expression procedure.

Figure 5: Example of a security vulnerability graph representation. The graph visualizes the relationships between
CVE-IDs and various parts of speech. (The gray nodes represent CVE-IDs, blue nodes represent nouns, orange nodes
represent verbs, and green nodes represent adjectives.)

Definition 1. Graph G is represented as G = (V , E). Where V is a set of nodes containing CVE IDs and
tokenized terms, and E is a set of edges representing the relationships between these nodes, indicating the
association between vulnerability information and the corresponding text.

Algorithm 2: Vulnerability graph representation.
INPUT: CVE_Details (CVE ID, CWE ID, Score, CVE Description)
OUTPUT: Graph G
1. Initialize Tokenized_Descriptions as an empty list
2. FOR each CVE in CVE_Details DO

Tokenize the CVE Description
POS Tag the tokens
Filter the tokens by POS Tags
Add the Filtered_Tokens to Tokenized_Descriptions

(Continued)
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Algorithm 2 (continued)
3. INITIALIZE Graph G
4. FOR each CVE in CVE_Details DO

Get the index of the current CVE in CVE Details
For each token in Tokenized_Descriptions at the current index
Add an edge in Graph G between CVE.CVE_ID and token

5. Return Graph G

3.2 Graph Embedding Approach for Representing Vulnerability Features
This section describes the graph-embedding approach for security vulnerabilities embedded into a low-

dimensional vector space. Node2vec [34] embeds each node in the graph into a low-dimensional vector
space based on the skip-gram model from Word2vec and then applies a support vector machine (SVM)
for [40] classification.
Graph Embedding Method

We apply Node2Vec to generate low-dimensional embeddings that encode the structural patterns within
the semantic graph. These embeddings are then used as input features for a Support Vector Machine (SVM)
classifier to identify vulnerability types. The full classification workflow is outlined in Algorithm 3.

Node sampling strategy. The node sampling strategy captures complex connectivity by randomly
selecting the neighbors of a given vulnerability node. It learns these relationships using the random walk
method, which involves starting at a designated node and then moving to a randomly selected neighboring
node to generate a path. These paths produce sequences that represent the CVE ID context. For example,
the random walk generates paths starting from a specific CVE ID and moving to connected nodes such as
“inject”-“vulnerability”-“unspecified”, “unspecified”-“vulnerability”-“inject”. The generated sequence repre-
sents the context of the corresponding CVE ID, which clarifies the relationship by learning the connections
between the key terms. To extend the path during random walks, the next node is selected based on a
transition probability that reflects both node connectivity and data characteristics (Eq. (3)).

P (ci = w∣ci−1 = v) =
⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

πvw

Z
i f (v , w) ∈ E

0 otherwise
, (3)

where ci−1 is the (i − 1)th node starting from v, a neighboring node of ci−1 is selected to extend the path. ci
is the i-th node of the path and is the selected neighboring node. πvw represents the transition probability
from v to w, as defined by Eq. (4).

πvw = αpq (t, w) ⋅ xvw (4)

where αpq(t, w) is the sum of the transition probabilities from v to all neighbors. xvw is the weight of the
edge-connecting nodes v and w. The concept of the node sampling strategy and the random walk approach
are summarized in Definition 2.
Definition 2. Node sampling infers the characteristics of a graph by selecting a specific node vi and exploring
its neighboring nodes. A random walk starts at a given node and extends the path by randomly selecting
the neighboring nodes. This method identifies the overall structural characteristics of a graph by analyzing
sampled nodes.

Skip-gram with negative sampling. Vulnerability2Vec embeds complex relationships among security
vulnerabilities into a low-dimensional vector space. SGNS generates node embeddings that capture the
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semantic similarities between vulnerability nodes (CVE IDs) and relevant parts of speech (nouns, verbs, and
adjectives). The SGNS contextualizes the parts of speech within a certain range around each node to learn
their relationships. Negative sampling enhances computational efficiency by randomly sampling irrelevant
parts of speech and training the model to distinguish them clearly from the correct parts of speech. The
optimization objective of the SGNS is to maximize the log probability of predicting key terms from a given
node and reduce the probability of negative samples. The probability of a negative sample is defined by Eq. (5):

max f ∑
u∈V

⎡⎢⎢⎢⎢⎣
−logZu + ∑

ni∈Ns(u)
f (ni) ⋅ f (u)

⎤⎥⎥⎥⎥⎦
, (5)

where V represents the set of security vulnerability nodes (CVE IDs) u. Ns (u)is the set of vulnerability terms
that are adjacent nodes of u, It consists of nodes that are semantically and structurally connected to node
u. f (ni) and f (u) represent the embedding vectors of the adjacent nodes and the central node (CVE ID),
respectively. Zu is the partition function for a given node u, approximated through negative sampling for
computational efficiency.

The SGNS optimization adopts a conditional probability to express the relationship between security
vulnerabilities. It is calculated based on the inner product of a specific security vulnerability and its key terms
(nouns, verbs, and adjectives). This determines the log probability involved in the optimization objective.
The conditional probability of SGNS is defined by Eq. (6):

Pr (ni ∣ f (u)) =
ex p ( f (ni) ⋅ f (u))
∑v∈V ex p ( f (v) ⋅ f (u))

, (6)

where f (u) and f (ni) are the embedding vectors of the vulnerability node (CVE ID) and feature
node, respectively.
Definition 3. The SGNS extends the skip-gram model by improving learning efficiency through negative
sampling. It captures the similarity between nodes in a graph by learning the relationship between a given
security vulnerability u and its connected vulnerability term ni . This relationship is embedded into a low-
dimensional vector space. The optimization goal of the SGNS is twofold: first, to maximize the log probability
of predicting the actual connected vulnerability type from a given vulnerability, and second, to minimize
this probability for randomly generated negative samples. The conditional probability is calculated based on
the vector inner product of the CVE ID and vulnerability terms.

Algorithm 3: Vulnerabilty2vec (G, d, r, l, p, q).
Input: Vulnerability Graph G, embedding dimension d, total number of walks r, walk length l, return
parameter p, in-out parameter q
Output: d-dimensional vector representation for each vulnerability node, capturing interactions and
relations
1. Preprocess the graph G

Adjust probabilities for the random walk based on vulnerability attributes like severity, type similarity,
and shared components, influenced by p and q parameters
2. Initialize an empty list called walks
3. For each vulnerability node v in G DO

For each walk from 1 to r (total number of walks) DO
Perform a random walk of length l starting from node v using parameters p and q
Append the resulting walk to the walks list

(Continued)
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Algorithm 3 (continued)
4. Extract features from the walks

Implement the feature extraction process
5. Train embeddings using the extracted features

Implement the training process to generate node embeddings
6. Return the node embeddings

Finally, we apply an SVM model for automated classification of vulnerability types. An SVM takes
feature vectors from graph embedding as input. It learns the optimal boundary and classifies each vector into
a specific CWE type. For example, it determines whether a vector represents CWE-79 (cross-site scripting)
or CWE-89 (SQL Injection).

4 Experiments
In this section, we evaluate the performance of the CWE classification task on CVE data by addressing

two research questions. These questions are designed to analyze the extent to which graph-based semantic
modeling improves classification accuracy and enhances our understanding of contextual vulnerability rela-
tionships.

RQ1: Does Vulnerability2Vec enhance the classification performance of security vulnerabilities?
We evaluate the effectiveness of Vulnerability2Vec using one-hot vectors, which represent each term as

a distinct binary vector, thereby converting textual data into a structured numerical format. However, these
vectors only represent individual terms, without capturing their structural relationships between them. To
assess the impact on the classification performance, different models based on one-hot vectorized text data
are applied to validate the effectiveness of the relationships.

RQ2: Do nouns, verbs, and adjectives extracted from security vulnerability descriptions contribute
to understanding relationships between vulnerabilities?

We conduct experiments by including or excluding key vulnerability information to evaluate its impact
on classification. The proposed method was evaluated to determine whether it accurately captures the
relationships between vulnerabilities.

4.1 Experimental Setup
Vernerality2Vec maps the security vulnerabilities represented as graphs into low-dimensional vectors

by exploiting Node2Vec. The Node2Vec hyperparameters are set based on the de-fault values proposed by
Grover and Leskovec (2016) [34], as shown in Table 1. We apply 5-fold cross-validation during the evaluation
process to ensure the reliability and robustness of the results.

Table 1: Hyperparameter settings for Vulnerability2Vec

Parameter Value
Random walks 20

Random walks length 40
Dimensions 256

p (Return parameter) 1
q (Inout parameter) 1
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4.2 Datasets
We evaluate Vulnerability2Vec based on CVE-Details data collected from 1999 to 2017 under conditions

of varying data scale and complexity. Preprocessing of the data results in 716,771 vulnerability records.
The CVE attributes include a unique CVE ID, a common vulnerability scoring system (CVSS), general
descriptions, and multiple references. The dataset spans vulnerabilities reported annually across diverse
security domains and systems, reflecting a gradual increase in both semantic and structural variability. This
progression supports a systematic evaluation of the model’s generalization capability. We randomly split the
data into training (60%) and test (40%) sets.

4.3 Baseline Models
The experiments compare Vulnerability2Vec with three traditional text classification models, including

Logistic Regression, Naïve Bayes, and Random Forest.
Logistic Regression [41]: A linear model that computes class probabilities using weighted sums of sparse

input vectors. It creates simple decision boundaries and treats each feature independently, without modeling
interactions between terms.

Naïve Bayes [42]: A probabilistic classifier that assumes feature independence and estimates class
membership based on word frequency and conditional probabilities. Its simplicity makes it effective for small
or high-dimensional datasets.

Random Forest [43]: An ensemble model that combines multiple decision trees to capture non-linear
patterns and partial feature interactions. It provides greater modeling flexibility compared to linear methods.

The baseline models perform classification solely on word-level information, without considering struc-
tural relationships between nodes. This setting compares graph-based and non-graph-based representations.

4.4 Evaluation Metrics
The experiments evaluate the classification performance of the models with Accuracy (Micro-F1),

Precision, Recall, and Macro-F1. The metrics are defined in Eqs. (7)–(10).
Accuracy measures the proportion of total correct predictions among all predictions:

Accuac y = TP + TN
TP + TN + FP + FN

× 100 (7)

Precision indicates the proportion of correct positive predictions, averaged equally across all classes. It
is important when false positives are costly.

Precision = 1
N

N
∑
i=1

TPi

TPi + FPi
(8)

Recall measures the proportion of actual positives correctly predicted, averaged equally across all
classes. It is critical when false negatives are more concerning.

Recal l = 1
N

N
∑
i=1

TPi

TPi + FNi
(9)
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Macro-F1 is the harmonic means of precision and recall. It is the average of each class’s micro-F1, so
every class counts equally.

Macro − F1 = 1
N

N
∑
i=1

2 × TPi

2 × TPi + FPi + FNi
× 100 (10)

where TP (True Positive) refers to the number of correctly predicted vulnerabilities, TN (True Negative) to
correctly predicted normal samples, FP (False Positive) to normal samples misclassified as vulnerabilities,
and FN (False Negative) to vulnerabilities incorrectly classified as normal. N denotes the total number of
classes, and i is an index representing each class which ranges from 1 to N.

4.5 Experimental Results
Vulnerability2Vec captures the structural relationships among CVEs by generating graph-based embed-

dings. Fig. 6 illustrates how central nodes connect with subordinate nodes, revealing patterns that reflect
related vulnerability types and attack vectors. For instance, the central node “CVE-2013-2025” connects to
subordinate nodes such as “Cross-site,” “XSS,” and “inject.” These connections highlight the key attributes
of XSS (Cross-Site Scripting) attacks, confirming that “CVE-2013-2025” belongs to the XSS vulnerability
category. Multiple CVE IDs share XSS attacks, indicating that these vulnerabilities are repeatedly identified
in certain systems. This pattern offers critical evidence to prioritize code reviews and patches in such systems.
Nodes with lower connectivity show fewer links to other nodes while focusing on specific attributes. CVE-
2016-10701’ connects only to attributes such as ‘arbitrary’ and ‘platform,’ indicating a unique security issue
specific to certain platforms. Vulnerability2Vec offers a precise analysis of structural relationships among
vulnerabilities, providing valuable insights for security management and response strategies.

Figure 6: Visualizing CVE data relationships
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4.6 Discussion with Research Questions
This section discusses the experimental results of Vulnerability2Vec to address the research question

(RQ).
RQ1: Effectiveness of Vulnerability Classification
Table 2 illustrates the comparison of vulnerability classification accuracy among the baseline models.

Vulnerability classification remains challenging due to the complexity of software systems. The effectively
represented graph embedding matrix enhances accuracy to overcome existing challenges in automated
vulnerability classification. Our model demonstrates a 0.02–0.17 points increase in accuracy over traditional
probability-based models (Naive Bayesian, Random Forest), Logistic Regression, and one-hot encoding-
based classification models from 2009 to 2017. It outperforms random forest by 0.02–0.06 points, which
was the smallest performance difference. Table 2 presents a detailed performance comparison with accuracy.
Vulnerability2Vec outperforms competing methods by up to 0.247 points in accuracy, with particularly
strong gains over Naïve Bayes and Random Forest across multiple years. Furthermore, Table 3 shows that our
model achieves up to 0.247 points higher macro F1 than Naive Bayesian and up to 0.14 higher than Random
Forest, consistently maintaining stable macro F1 performance even as baseline models decline.

Table 2: Year-over-year accuracy results for the baseline comparison

Accuracy (Micro-F1)
1999 2000 2001 2002 2003 2004 2005 2006 2007 2008

One-Hot 0.280 0.324 0.375 0.493 0.610 0.627 0.672 0.690 0.756 0.809
Logistic Regression 0.360 0.294 0.458 0.557 0.618 0.652 0.680 0.713 0.768 0.813

Naive Bayesian 0.280 0.353 0.292 0.486 0.532 0.533 0.600 0.620 0.642 0.693
RandomForest 0.280 0.382 0.354 0.571 0.614 0.633 0.680 0.705 0.741 0.787

Our model 0.360 0.346 0.510 0.595 0.652 0.654 0.683 0.733 0.761 0.812

2009 2010 2011 2012 2013 2014 2015 2016 2017

One-Hot 0.815 0.822 0.818 0.822 0.812 0.808 0.799 0.776 0.773
Logistic Regression 0.820 0.823 0.818 0.826 0.817 0.811 0.798 0.771 0.764

Naive Bayesian 0.699 0.693 0.695 0.695 0.681 0.679 0.664 0.645 0.610
RandomForest 0.796 0.802 0.801 0.800 0.793 0.790 0.782 0.756 0.749

Our model 0.818 0.823 0.827 0.817 0.809 0.810 0.791 0.773 0.764

Note: The bold scores represent the highest score of the dataset bound to the year and the underlined scores show
the second-best score.

Table 3: Year-over-year macro F1 results for the baseline comparison

Macro F1
1999 2000 2001 2002 2003 2004 2005 2006 2007 2008

One-Hot 0.160 0.147 0.200 0.240 0.327 0.364 0.386 0.354 0.386 0.474
Logistic

Regression
0.220 0.118 0.311 0.315 0.367 0.388 0.424 0.371 0.392 0.477

Naive Bayesian 0.150 0.150 0.179 0.186 0.266 0.253 0.248 0.223 0.191 0.254
RandomForest 0.150 0.167 0.248 0.308 0.340 0.349 0.357 0.332 0.363 0.426

(Continued)
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Table 3 (continued)

Macro F1
Our model 0.290 0.169 0.364 0.348 0.345 0.357 0.440 0.393 0.417 0.407

2009 2010 2011 2012 2013 2014 2015 2016 2017

One-Hot 0.456 0.406 0.409 0.394 0.318 0.254 0.297 0.296 0.308
Logistic

Regression
0.469 0.429 0.408 0.380 0.328 0.261 0.247 0.255 0.243

Naive Bayesian 0.252 0.233 0.242 0.215 0.175 0.142 0.111 0.096 0.060
RandomForest 0.418 0.390 0.383 0.349 0.304 0.249 0.269 0.267 0.275

Our model 0.450 0.414 0.362 0.335 0.318 0.255 0.284 0.278 0.307

Note: The bold scores represent the highest score of the dataset bound to the year and the underlined scores show the
second-best score.

This performance advantage highlights the model’s ability to capture semantic relationships among key
vulnerability characteristics. Fig. 7 displays the yearly trend of both precision and recall from 1999 to 2017.
While all models decrease in performance on both metrics after 2008, the proposed model maintains higher
values than the baseline model. This is attributed to the increased data volume, complexity of vulnerability
types, and changes in data characteristics. As shown in Table 4, the number of CWEs has steadily increased
over the past few years. The difficulty of classification increases when complex relationships are insufficiently
modeled. The rapid increase in CWE diversity causes performance decline observed from 2008. It requires
handling class imbalance caused by the growing number of classes. However, our model maintains a relative
outperformance compared with the other models. Baseline models have advantages for analyzing individual
features rather than contextual relationships between terms. They are effective in small-scale data but are
limited in capturing the complex context and syntax of vulnerabilities. Our model enables more accurate
classification by identifying key features and their semantics. For example, existing models are limited in
their ability to adequately reflect the context of various vulnerabilities when they rely solely on the term
‘buffer overflow.’ Contrarily, our model identifies the causes of potential buffer overflows by considering
the similarity of key terms such as ‘memory,’ ‘corrupt,’ and ‘potential.’ This approach employs memory-
related issues to classify potential buffer overflow vulnerabilities. Vulnerability2Vec, which accounts for
the semantics between vulnerabilities, achieves higher accuracy in classifying security vulnerabilities than
models focusing only on individual terms.

RQ2: Effectiveness of Extracting Meaningful Information for Vulnerability Classification
This experiment evaluates the effect of different parts of speech such as nouns, verbs, and adjectives

in CVE descriptions on modeling structural relationships between security vulnerabilities. This study
examines how parts of speech affect semantic relationship modeling and CWE classification through removal
and combination.
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Figure 7: Annual changes in vulnerability classification performance (1999–2017). (a) Precision; (b) Recall

Table 4: Yearly Increase in CWE Categories (1999–2017)

Year CWE count Year CWE count
1999 12 2009 25
2000 12 2010 28
2001 11 2011 28
2002 20 2012 34

(Continued)
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Table 4 (continued)

Year CWE count Year CWE count
2003 18 2013 42
2004 18 2014 66
2005 23 2015 76
2006 29 2016 98
2007 26 2017 144
2008 25

Our model demonstrates that effectively combining key information and removing unnecessary details
is crucial for optimizing performance. We also conduct an ablation study to verify the effectiveness of the
proposed graph representation approach by adopting various Vulnerability2Vec variants. The variants are
as follows: (1) excluding actions and characteristics of vulnerabilities (Nouns), (2) excluding subjects and
characteristics (Verbs), (3) excluding characteristics (Nouns + Verbs), (4) combining nouns with substitute
terms (Nouns + Pronouns), (5) combining Vulnerability2Vec with substitute terms (Nouns + Pronouns +
Verbs + Adjectives), (6) using only the CVSS score of vulnerability attributes (Score), and (7) combining
nouns+ pronouns with score (CVE data). Fig. 8 illustrates the results of the ablation study on the meaningful
relationships in the data. By combining or excluding nouns, verbs, and adjectives, Vulnerability2Vec outper-
forms models that rely solely on a single part of speech. Table 5 details the year-by-year performance trends.
Accuracy is the highest in most years, with a 0.43–0.46 points advantage over all comparison models between
2005 and 2010, confirming the consistency and robustness of the proposed graph-representation strategy.
The proposed model combines key parts of speech (nouns, verbs, and adjectives) to reveal meaningful
relationships and enhance the structural understanding of core characteristics and their impacts. This
improvement has likely resulted from minimizing unnecessary information and focusing on key features
to capture hidden patterns. Our model outperforms the Nouns + Verbs model by approximately 0.006
accuracy points on average across all years, surpassing the Nouns + Pronouns +Verb +Adjectives and CVE
data models by approximately 1 accuracy point. It also achieves improvements of over 0.46 accuracy points
compared to the Score model, based on the results in 2006. For example, our model improves structural
understanding of the relationships between vulnerabilities by combining key terms such as ‘exploit’ (verb),
‘unauthorized’ (adjective), and ‘SQL injection’ (noun). However, ambiguous expressions such as ‘it’ or ‘they’
can complicate identifying key information by merging different security issues. The experimental results
indicate that combining key information specifically nouns, verbs, and adjectives and removing irrelevant
content substantially improves model performance. This emphasizes the importance of reducing data noise
and ensuring reliable results for security vulnerability classification.
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Figure 8: Year-by-year accuracy from an ablation study which evaluates how the structural relationships between parts
of speech (nouns, verbs, adjectives, etc.) influence vulnerability classification

Table 5: Results of the ablation study based on different POS-tag combinations

Accuracy (Micro-F1)
1999 2000 2001 2002 2003 2004 2005 2006 2007 2008

Nouns 0.350 0.316 0.510 0.573 0.644 0.642 0.667 0.716 0.744 0.802
Verbs 0.090 0.177 0.281 0.430 0.512 0.471 0.498 0.532 0.582 0.657

Nouns+Verbs 0.360 0.309 0.568 0.570 0.647 0.654 0.684 0.733 0.758 0.811
Nouns+Pronouns 0.340 0.331 0.516 0.561 0.648 0.645 0.666 0.720 0.742 0.803

Nouns+Pronouns+
Verbs+Adjectives 0.290 0.331 0.443 0.584 0.643 0.651 0.654 0.717 0.754 0.808

Score 0.240 0.191 0.229 0.304 0.284 0.307 0.254 0.273 0.326 0.386
CVE Data 0.290 0.331 0.438 0.571 0.632 0.647 0.655 0.715 0.751 0.805

Our model 0.360 0.346 0.510 0.595 0.652 0.654 0.683 0.733 0.761 0.812

2009 2010 2011 2012 2013 2014 2015 2016 2017

Nouns 0.808 0.811 0.811 0.805 0.795 0.792 0.776 0.754 0.739
Verbs 0.662 0.669 0.673 0.668 0.654 0.667 0.649 0.622 0.592

Nouns+Verbs 0.819 0.820 0.823 0.812 0.803 0.805 0.785 0.766 0.752
Nouns+Pronouns 0.810 0.812 0.814 0.802 0.795 0.794 0.776 0.757 0.740

Nouns+Pronouns+
Verbs+Adjectives 0.813 0.822 0.823 0.814 0.805 0.807 0.791 0.771 0.762

(Continued)
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Table 5 (continued)

Accuracy (Micro-F1)
Score 0.389 0.396 0.383 0.375 0.365 0.374 0.360 0.348 0.327

CVE Data 0.813 0.821 0.825 0.814 0.805 0.808 0.789 0.771 0.762

Our model 0.818 0.823 0.827 0.817 0.809 0.810 0.791 0.773 0.764

Note: The bold scores represent the highest score of the dataset of the year and the underlined scores are the second-
best score.

5 Conclusions
Advancements in information technology (IT) leads to an increasing demand for automated security

vulnerability analyses, and text descriptions are central in effective automated response systems. In this
study, we propose Vulnerability2Vec, a novel approach for capturing semantic similarities in vulnerability
type classification. The proposed method represents CVE descriptions as graphs to learn node embeddings
using Node2vec. These embeddings enable the classification of security vulnerability types through an SVM
classifier. The experimental results demonstrate that the proposed method outperforms existing approaches
based on sparse vector term frequency in classifying the complex relationships of CVEs. Particularly, the
combination of key terms effectively captures complex relationships and important patterns. The results
demonstrate that both the semantic similarity of texts and the structural relationships of key features are
effective for classifying vulnerability types.

Despite these advantages, the proposed model is still limited by two core factors. First, it relies on a
static graph representation, embedding vulnerability information in a fixed, time-invariant structure that
must be rebuilt whenever new CVEs appear, thereby constraining scalability. Second, all embeddings are
generated offline in batch mode, preventing real-time processing and diminishing the model’s utility for
continuous security monitoring. Future work may focus on enriching the graph with additional modalities,
such as abstract syntax trees, control-flow graphs, and CVSS metrics. Multimodal joint-embedding or gating
mechanisms can be used to broaden semantic coverage and bolster classification robustness. For the node
embedding method, graph attention-based methods and deep neural networks or knowledge graphs may be
used. Efficient graph mining or dynamic graph neural networks may be used for incremental updates, and
continual-learning techniques to avert catastrophic forgetting. In future, our model can be applied to prac-
tical applications through real-time vulnerability monitoring and automated patch prioritization scenarios.
We personally aim to develop a tool that classifies new vulnerabilities in real-time using Vulnerability2Vec.
This will allow us to build a more efficient security vulnerability management system.
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