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ABSTRACT

Using hyperspectral data collected in January and June 2022 from the Sha River, the concentrations of total nitrogen
(TN) and total phosphorus (TP) were estimated using the differential method. The results indicate that the optimal
bands for estimation vary monthly due to temperature fluctuations. In the TN model, the power function model
at 586 nm in January exhibited the strongest fit, yielding a fit coefficient (R?) of 0.95 and F-value of 164.57 at a
significance level (p) of less than 0.01. Conversely, the exponential model at 477 nm in June provided the best fit,
with R? = 0.93 and F = 80.95 at p < 0.01. In the TP model, the exponential model fit of the differential values at
851 nm with TP in January produced the best results, with R* = 0.78 and F = 20.61. However, the overall fit in June
outperformed that in January. Specifically, the quadratic and linear model fits of the differential values at 824 and
863 nm with TP achieved R? = 0.96 and F-values of 34.42 and 203.34, respectively.
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Nomenclature

Term 1 Interpretation 1
Term 2 Interpretation 2
e.g.

] Porosity

s Skin factor

1 Introduction

Total Nitrogen (TN) refers to the nitrogen content in water, encompassing ammonia nitrogen,
nitrate nitrogen, nitrite nitrogen, and organic nitrogen [1]. Total Phosphorus refers to the overall
phosphorus quantity in a water body, comprising organic and inorganic phosphorus [2,3]. They are
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the most commonly employed indicators for remote sensing detection of surface water quality [4,5],
and their high concentrations are the primary cause of water body eutrophication [6—8]. Consequently,
the measured concentrations of total nitrogen and total phosphorus in water bodies hold significant
guidance in addressing practical issues.

Currently, in quantitative research on water quality indicators, three main categories prevail:
empirical, semi-empirical, and analytical methods [9—11]. The empirical method is predominantly
used to invert water quality parameters through the utilization of hyperspectral technology, owing
to its simplicity and ease of use [12]. The analysis method, which relies on the water body radiation
transfer mechanism as the theoretical foundation of water color remote sensing, follows a meticulous
physical derivation process [13,14]. The model parameters possess evident physical significance,
making it well-suited for the inversion of water color and various water quality parameters, such as
chlorophyll-a, suspended solids, and yellow substances [15—17]. The inapplicability of non-aqueous
water quality parameters like total phosphorus and total nitrogen to the bio-optical model makes the
semi-empirical rule suitable for the inversion of these parameters [18,19]. This involves utilizing known
water quality spectral indices or sensitive characteristic bands for analysis and selecting the optimal
band or combination of bands as independent variables [20,21]. This approach utilizes water quality
parameters as dependent variables to estimate water quality and utilizes statistical regression or neural
network methods for constructing water quality inversion models [22-24].

The Sha River, an important water system in Chengdu, China, was chosen as the research subject
in this paper. The author collected water samples at various locations in the Sha River during January
and June 2022 and analyzed the water’s spectrum using an ASD ground objective spectrometer. The
collected water samples were sent to the laboratory to determine the concentrations of total nitrogen
and total phosphorus. This study investigates the correlation between total total nitrogen, total
phosphorus, and spectral data, with the intention of identifying the optimal band for quantitatively
estimating total nitrogen and total nitrogen concentration. An estimation model is subsequently
developed to establish a scientific foundation. The use of spectral sensors offers a novel approach
for estimating water quality parameters on a large scale in the Sha River, Chengdu.

2 Materials and Methods
2.1 Data
2.1.1 Remote Sensing Data

To validate the model’s applicability, Landsat9 remote sensing data was chosen for anal-
ysis. The Landsat9 satellite is considered superior to many other satellites because of its high
spatial resolution and data availability. It offers a relatively comprehensive range of bands
for water quality inversion, as indicated in Table I. The Landsat9 image product (Image ID:
LC09_L1TP_129039_20220421_20220421_02_T1), which is the closest to the field data collection
date, was finally selected for case study.

Table 1: Band information for Landsat9 images

Bands Wavelength range (nm) Resolution (m)
Bl 433~453 30
B2 450~515 30

(Continued)
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Table 1 (continued)

Bands Wavelength range (nm) Resolution (m)
B3 525~600 30

B4 630~680 30

B5 845~885 30

B6 1560~1660 30

B7 2100~2300 30

B8 500~680 15

B9 1360~1390 30

B10 1060~1119 100

B11 1150~1251 100

41

This Landsat data was downloaded from the United States Geological Survey (USGS, https://
earthexplorer.usgs.gov/). ENVI5.3 is used to perform radiation and atmospheric correction on the
image according to the image geometric observation method and time, combined with its spectral
response function and field survey data. Then, according to the latitude and longitude, the corre-
sponding Landsat9 image reflectance of the sampling point is extracted in ArcGIS10.8, and then the

multi-temporal water body space-time information is extracted.

2.1.2 Sighting Collection

The Sha River is one of the three major urban rivers in Chengdu. It is part of the Minjiang River

system (Fig. 1).
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Figure 1: Location map of sampling points

The water samples used for this study were collected on January 05 and June 23, 2022. Fig. |
illustrates the study area and the spatial distribution of the samples. Samples were collected at
15-minute intervals during the sampling process. The region’s complex anthropogenic conditions,
along with various environmental factors such as wind speed and distance from the sampling location,
contribute to a complex optical composition of surface water in the area. This composition results in
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a spectrum that is heavily influenced by suspended solids. A total of 1 L of water were collected at
each site for subsequent laboratory analysis of TN and TP concentrations. After collection, the water
samples were protected from light and stored in a refrigerator. The water temperature and pH of the
water body were measured using a portable handheld analyzer, while the latitude, longitude, wind
speed, and other environmental factors were recorded in the field. For example, Longitude, Latitude,
Wind Velocity, etc., for further data processing.

Hyperspectral data were measured by Analytical Spectroscopy Device (ASD) FieldSpec4
produced by ASD Corporation (USA). The instrument parameters are as follows: the measure-
ment spectrum range is 350-2500 nm, the wavelength accuracy is £1 nm, the sampling time is
10 seconds/time, and the front field of view angle is 25°. For each measurement, the upward radiance
(L,), the downward sky radiance (L, ), and the radiance from the white reference panel (gray panel
for water measurements) (L,,.,) were measured [25]. The reflectance of the remote sensing at each
sampling point is calculated as follows:

ppancl(Lu — Pr* Lsky)
jTLpanel

Rrs =

(1)

Py 18 the reflectance (supplied by the manufacturer) of the reference plate, and p;, is the fresnel
reflectance of the water surface.

Using the spectral data processing software ViewSpecPro to calculate the average value of the
spectral curve of the sample. The spectral data is converted to ASCII format and then stored for
further processing.

The determination of water quality parameters primarily involves direct measurements at the
sampling site and subsequent physical and chemical analysis conducted in the laboratory. The field
data collected for this study primarily includes measurements of water transparency as well as the
latitude and longitude coordinates of the sampling points. The laboratory data primarily consists
of the samples collected and sent to physical and chemical laboratories for analysis after being
refrigerated. According to the specified indicators, the sampler should collect water samples from a
depth of 50 cm below the water surface and distribute them equally into eight 500 ml brown glass
bottles. At the same time, add H,SO, to the brown bottles to keep the pH below 2. It was sent to
the Sichuan Xiye Testing Laboratory for determination. The detection environment conditions were
set at a temperature of 22°C and relative humidity of 55%. Determination of TN and TP followed
the “Surface Water Environmental Quality Standard” (GB 11893-89), using alkaline potassium
persulfate digestion ultraviolet spectrophotometry (GB 11894-89) and potassium persulfate digestion
ammonium molybdate spectrophotometry (GB 11893-89) as the standard analysis methods.

2.2 Methodology
2.2.1 Normalized Reflectance

Because of variations in measurement time and location, the spectrum exhibits variability. One
approach to mitigate the impact of temporal and spatial variations on determining the absolute
reflectance value is through the use of a spectrum normalization method. This method effectively
reduces the influence of time and location differences on the determination of the absolute reflectance
value. Normalized reflectance is calculated by dividing the reflectance at each wavelength by the
average reflectance value across the entire wavelength range [26]. This study utilized the following
formula for normalizing the albedo data of water bodies from remote sensing:
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R(n)
Ryv(\) = —5—— 2
M ISR ?

In the formula, the normalized water body remote sensing reflectance is the original calculated
water body remote sensing reflectance, and n is the number of bands between 420 and 900 nm.

2.2.2 Spectral Differential Processing

Spectral differential technology allows for identifying shape changes in spectral data [27]. It
rapidly determines spectral bending points and identifies the wavelength positions of maximum and
minimum reflectivity. However, it has lower sensitivity to data amplitude. As a result, it finds wide
applications in the field of remote sensing analysis.

First-order differential processing has the capability to remove linear or nearly linear backgrounds,
mitigate the impact of noise spectrum on the target spectrum (which must be nonlinear), and minimize
the influence of water on the reflection spectrum of water bodies [28]. Conversely, higher-order
differential processing can effectively emphasize the weak points in the spectral signal caused by trace
substances. First-order differential processing removes some of the linear and noise effects on the
target spectrum. The calculation of the first-order differential in this study uses the following formula:
Ry = RO RO G

)\-i+1 - )\-ifl
where A\, \;, and \;_, are nearby wavelengths, and R(},;) is the first-order differential reflectance
spectrum at the original reflectance for ;, R(\i,,), R(\i_,). If the result of the first-order differentia-
tion is then calculated, the second-order differentiation is obtained. By using the spectrum derivative
computation in the Spectrum Mathematics module, the results can be obtained in the ENVIS.3
software.

2.3 Model Verification and Evaluation

Half of the data are kept for this paper’s accuracy verification. Accuracy was assessed using the
Root Mean Square Error (RMSE), Mean Absolute Percentage Error (MAPE), and Mean Absolute
Error (MAE) [29]. The estimation error and model accuracy increase with value, and decrease with
value.

(Y —Y)?
RMSE = MT") 4)
n 7i_Yi
MAPE = =% 1 100% (5)
Zinzl ?1 - Yi‘
MAE = S (6)

In the formula, Y, is the concentration estimated by the model, and Y; is the concentration
measured on site.
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3 Result
3.1 Water Absorption-Reflection Characteristics in the Study Area

This paper aims to analyze the seasonal fluctuations of the spectral reflection curve of the water
body in the Sha River by processing the spectral data curve using ENVI. Additionally, we describe the
shape characteristics of the absorption bands in the spectrum. Fig. 2 illustrates the spectral reflectance
curves of the Sha River captured during different seasons. The reflective spectral curves within
the same season exhibit common features, while those from different seasons demonstrate notable
differences. Consequently, the spectral data collected at various time periods within the same research
area exhibit noticeable seasonal differences.
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Figure 2: Raw spectral curves of January (a) and June (b) and normalized spectral curves of January (c)
and June (d)

From Fig. 2, it can be seen that the spectral curves of water bodies vary significantly across
different seasons. Overall, water bodies exhibit higher spectral reflectance during summer compared to
winter. Therefore, normalizing the spectrum can mitigate the impact of temporal and spatial variations
on the absolute reflectance value. The normalization results are depicted in Figs. 2¢c and 2d.
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From a spectral perspective, the primary distinction between the winter and summer curves occurs
at approximately 800 nm. During summer, a prominent reflection peak is observed at 800 nm, whereas
the winter curve exhibits a more gradual change. The lower winter temperature hinders the formation
of algae in water, leading to a decrease in chlorophyll and carotene concentration.

During summer, the reflectance of water in the 400-600 nm region of the spectral curve is reduced
due to the light energy absorption by chlorophyll-a and yellow substances. Additionally, chlorophyll
and carotene have a weak light energy absorption capability, further compounded by the scattering
effect of cells. A prominent reflection peak is observed at 800 nm, serving as a quantitative benchmark
for chlorophyll concentration. The absorption of phycocyanin in the 620-630 nm range induces a dip
in the reflection spectrum. In addition, the strong absorption of chlorophyll-a around 670 nm results
in additional valleys in the reflection spectrum [30]. The fluorescence peak in the 685-715 nm range is
a crucial indicator of water containing algae, providing insight into the concentration of chlorophyll-a.
It is worth noting that the position of the fluorescence peak exhibits a red shift phenomenon as the
chlorophyll concentration increases. The reflectance in the range of 730-790 nm is relatively low due
to the strong absorption of water in the near-infrared range. A small reflection peak around 760 nm
may be attributed to the absorption of oxygen in the water. Another reflection peak is formed near
810 nm, possibly due to a combination of pure water properties and the scattering effect of suspended
matter.

4 Discussion

4.1 TN-TP Concentration Inversion Model

The objective of this study is to establish the relationship between the measured TN-TP concen-
tration and the spectrum in order to analyze the seasonal impact on the water quality of the Sha
River. The construction of the water quality inversion model typically involves analyzing the spectral
characteristics of the water body to identify bands with strong responses. These bands are then used
in correlation analysis with the concentration of the water quality parameter to establish the inversion
model based on the principle of the largest correlation coefficient. This study examines the correlation
between TN-TP, normalized remote sensing reflectance data, and multi-order differential algorithm
spectrum in different seasons using Pearson correlation analysis [31]. The parameter with the highest
correlation coefficient is then selected for water quality parameter inversion. Pearson correlation
analysis is a statistical method used to assess the strength of correlation between two or more random
variables. The correlation coefficient’s magnitude indicates the extent of closeness between variables,
and is represented by formula (7):

__CovXY) B XY
VPEOVBR - J(s0x - X xiov - ¥

()

4.1.1 Correlation Analysis

Correlation analysis was conducted between the TN-TP concentration and the normalized
reflectance data of each point. The maximum positive and negative correlation coefficients in January
and June were obtained through correlation analysis (Figs. 3b, 3c¢). The findings indicate that the
correlation between the multi-order differential data and TN-TP was significantly higher compared to
that of the normalized reflectance data. Therefore, the multi-order differential approach demonstrates
a robust advantage in establishing the TN-TP model.
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Figure 3: TN-TP spectral correlation coefficients (a) the correlation coefficient between normalized
data and TN; (b) the maximum positive and negative correlation coefficient between different differ-
ential orders and TN concentration in January; (c) the maximum positive and negative correlation
coefficient between different differential orders and TN concentration in June; (d) the correlation
coefficient between normalized data and TP; (e) the maximum positive and negative correlation
coefficient between different differential orders and TP concentration in January; (f) the maximum
positive and negative correlation coefficient between different differential orders and TP concentration
in June negative correlation coefficient

4.1.2 Model Establishment

Based on the correlation analysis conducted above, the differential single-band with a relatively
high correlation was chosen as the inversion factor for TN-TP. The fitting was performed using
SPSS software with the quadratic polynomial, exponential, power function, and linear function. After
evaluating the fitting effect of the TN model using data collected in January, it was determined that
the power function at 586 nm exhibited the highest performance, with R* = 0.95 and F = 164.57. In
contrast, during June, the exponential model at 477 nm yielded the most satisfactory fitting effect,
with a fitting coefficient R = 0.93 and F = 80.95 at a significance level of p < 0.01.

During the fitting model in January, the differential value of 851 nm with a 1 nm interval

demonstrated the best fitting effect for TP, with an R? value of 0.78. However, the fitting effect in
June surpassed that of January, reaching an R? value of 0.96 for TP.

4.1.3 Model Evaluation and Testing

Utilize the remaining four sample points to test, the RMSE, MAPE, and MAE were calculated
(Table 2), considering factors such as the R? and F values of the regression model and RMSE, MAPE,
MAE between the predicted and measured values, the best model is determined. Fig. 4 is the scatter
diagram of the predicted value and the measured value of the model and the root mean square error
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of the predicted value. It can be seen from Fig. 4 that it is used for verification The relative error of the
sample points is within 20%, indicating that the model has good prediction results and stability.

Table 2: Model evaluation of TN-TP

Month Bands Model Model RZ F MAPE RMSE MAE
type
586 nm Lower y = 0.0976 % (1 + x)"(9.52E + 05) 0.95 164.57 0.06  0.008 0.007
function ) ) : : : : :

January 95\ Power y =0.20857 % (1 + x)"(1.25E + 06) 0.94 163.12 0.17  0.023  0.020
TN function

857 nm Index y = 0.03791 x exp(x/(2.83E-07)) + 0.94 96.62 0.27 0.036  0.034
0.12931

653 nm Linear y = —2818.01469x + 0.25271 0.84 16.31 0.44 0.061  0.053

June 477 nm Index y = 0.01574 % exp(—x/(3.69E-05))  0.93 80.95 0.24 0.03 0.028

+ 0.14411

620 nm Linear y = 0.21149-4040.46562 * x 0.78 11.62 0.79 0.08 0.074

Unary y = 1.09E-01 + (5.74E-03) % x"1 +
418 nm quadratic  (1.14E-04) % x2 0.72 127  0.63 0.02 0.02

January 359\ power y=0.03245 % (1 + x)"(—1.50E+ 0.76 45.67 0.65 0.01  0.01
TP function  06)
851 nm Index y = 0.02566 * exp(—x/(7.46E-08)) 0.78 25.61 0.51  0.02  0.03
+0.00473

785 nm Linear y = 0.05601 + 399.52885 x x 0.89 24.06 0.11 0.006  0.01
June 824 nm Unary y =0.05357 + 1286.41757 * x*1 + 0.96 34.42 0.16 0.010 0.01
quadratic (—1.09E+08) % x2
863 nm Power y = 0.07687 % (1 + x)" 0.96 203.34 0.14 0.012 0.05
function  —4863.75412

~0.30{® 0.30{(® 2 T ~0.30]©
2 3 o R
20.25 20.25 £0.25
5 s =
=0.20 E_'[]_.'!{Jr - E0.20
-] -t =
8 5 2
50.15 20.15 : | B0.s gl
B A y=1.08756x+0.00744) E T y=0.47473x40.00706| 3 o/ yE1.3133x+0.03678
0.101 .7 R'-0.95 Z0.101 7 R'=094.° 2010 “ R'-0.94
. RMSE=0.008 i L= S ".;U,IB( 5 - 1 "7
0.05+ . 1 : . . 0.054 . E{M ;. L . 0.05].- J RMSE=0.023
0.05 0.10 0.15 0.20 0.25 0.30 0.05 0.10 0.15 0.20 0.25 0.30 0.05 0.10 0.15 0.20 0.25 0.30
0.30 Actual TN(mg/L) 0.35 Actual TN(mg/L) Actual TN(mg/L)
@ R W T 3 ) ) 3
= 0.25Jy=1.07427x10.0138 .*" - =0.301 50.25
g, [R=0.90 £0.25] E,
> 0.20{RMSE-0.034 .-* = £0.20
= | £ 0.20 z
= .15 = =0.15
2 20.15 3
£0.10 £ 3 z0.10
- g A y=1.86777x+0.01059| £ " y=0.49533x+0.10986
=0.051 - “0.08 . R'~0:84 #0051 - R*=0.89
0.00f" . i i 0.00k Ri\:]f‘:i:_.ﬂ.ﬂﬁ' . 0.00 s .RMS.II' I],(.]E{ .
0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.000.050.100.150.20 0.250.300.35  0.00 0.05 0.10 0.15 0.20 0.25 0.30
Actual TN(mg/L) Actual TN(mg/L) Actual TN(mg/L)

Figure 4: (Continued)
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Figure 4: Comparison of predicted and measured values of TN-TP concentration. (a) January 586 nm,
(b) January 857 nm, (c) January 922 nm, (d) June 620 nm, (¢) June 653 nm, (f) June 477 nm, (g) January
418 nm, (h) January 359 nm, (i) January 851 nm, (j) June 824 nm, (k) June 863 nm, (1) June 785 nm.
The solid red line represents the regression line between predicted and observed values. The double
blue dashed line is the 95% prediction band and the gray dashed line is the y=x line

4.2 TN-TP Concentration Inversion Model

The best models are applied to Landsat9 remote sensing satellite images, and the Spatial Model
module in ArcMAP was used to build a spatial model of TN-TP inversion, and the spatial distribution
of TN-TP concentration in part of the Sha River basin was obtained after image by image calculation

(Fig. 9).

1

wm high: 0.37

L low 1 0.05

legend

10

200

0 50 300 i

S NCA

legend
= high : 0.39

= Jow : 0.02

(a)

LI

WG 200

W0 N

— (T

(b)
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Figure 5: The spatial distribution map of TN-TP concentration. (a) Spatial distribution of TN
concentration in January; (b) Spatial distribution of TN concentration in June; (c) Spatial distribution
of TP concentration in January; (d) Spatial distribution of TP concentration in June

The best model was used to invert the spatial distribution of TN and TP by combining 2/3 of
the measured data with the reflectance data of Landsat images, in order to verify the model results.
Fig. 5 demonstrates the accuracy of the inversion model in the application of Landsat image data.
The distribution of TN and TP concentrations obtained by the inversion model closely resemble the
measured concentration distribution when applied to the image. The TN concentration varies across
different months. This difference is primarily due to temperature effects on algae growth, resulting in
changes in TN concentration in the water body, while the variation in TP concentration remains small
across different months. The concentrations of TN and TP were higher in the middle of the water
body from a spatial perspective. Additionally, they exhibit better discrimination and provide richer
distribution details in different concentration regions.

5 Conclusion

At present, the inversion mechanism of total nitrogen and total phosphorus based on hyperspec-
tral data remains unclear, hence the reliance on empirical models for inversion. The inversion effect of
total phosphorus is superior to that of total nitrogen. This is primarily due to the susceptibility of the
530 nm nitrogen-sensitive band to interference from non-pigmented substances and xanthin in water,
and the influence of pure water signals on the 693 nm band. In contrast, the sensitive band of total
phosphorus is relatively less affected compared to total nitrogen. Moreover, Researchers have observed
covariation during their study [32]. The following conclusions were drawn from this investigation:

(1) The Sha River in Chengdu is very different. Winter is the dry season of the Sha River, with
little precipitation, small river runoff, and shallow river water; the water level of the Sha River rises
in summer and the precipitation increases. In terms of total nitrogen and total phosphorus content,
the difference between the two is not obvious, but the corresponding spectral curve difference is more
obvious. The difference between the two is most obvious at 800 nm, and after correlation analysis it
was concluded that the inversion model based on this range is better.

(2) The differential method is highly sensitive to the concentration of total nitrogen and total
phosphorus, enabling effective extraction of weak signals. The inversion model, generated using the
differential method and multiple linear regression, exhibits relatively high prediction accuracy. For the
total nitrogen model, the power function model at 586 nm demonstrates the best fitting effect, with
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a fitting coefficient of R* = 0.95 and F = 164.57 at a significance level of p < 0.01. The exponential
model at 477 nm in June demonstrates the best fitting effect with a fitting coefficient of R? = 0.93
and F = 80.95 at the significance level of p < 0.01. For the total phosphorus model, the differential
value at 851 nm in January results in the best fitting effect with the exponential model, showing an R?
value of 0.78 and F = 20.61 at the significance level of p < 0.01. Moreover, the fitting effect in June
outperforms that of January, wherein the differential values at 824 and 863 nm contribute positively.
The one-dimensional quadratic model and the linear model used for fitting total phosphorus achieved
R? values of 0.96, with respective F-values of 34.42 and 203.34. Furthermore, the relative error between
the predicted and sample points was within 20%, indicating the model’s excellent prediction accuracy
and stability.

The hyperspectral inversion of total nitrogen and total phosphorus is still in the exploratory stage
and requires further investigation into molecular spectroscopy and optical mechanisms to improve the
inversion model. This research is in its early stages, and the current collection of experimental data is
insufficient. In the future, the scope of study will be expanded both temporally and spatially, and the
data set will be enlarged for more comprehensive exploration.
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