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Abstract: A common sample geometry used to study shear localization is the
“tophat”: an axi-symmetric sample with an upper “hat” portion and a lower “brim”
portion. The gage section lies between the hat and brim. The gage section length is
on the order of 0.9 mm with deformation imposed through a Split-Hopkinson Pres-
sure Bar system at maximum top-to-bottom velocity in the range of 10-25 m/sec.
Detailed metallographic analysis has been performed on sections of the samples
to quantify the topology and deformation state of the material after large deforma-
tion shear. These experiments performed with polycrystalline tantalum have been
modeled using a multi-scale polycrystal plasticity approach. A Voronoi tessellation
based microstructural model and a coupled thermo-mechanical elasto-viscoplastic
crystal plasticity model was used. The crystal plasticity model allowed for slip
to occur on the twelve {110}〈111〉 and twelve {112}〈111〉 slip systems. Three
numerical models were produced using three different realizations of initial crys-
tallographic texture distribution within the same morphological microstructure and
the results presented. The detailed metallographic analysis of the deformed sam-
ple shear zone produced an estimate for the strain profile within that region and
these results are compared directly to the three numerical simulation results. Al-
though the models predict a stress response which is greater than that observed
experimentally, the local strain response compares very well with the results of the
metallographic analysis.
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1 Introduction

The problem of predicting the dynamic damage evolution and failure of polycrys-
talline metallic materials which do so by ductile processes (i.e. porosity, localiza-
tion) remains a challenge. The classical problem of porosity based material damage
(Gurson, 1977; Tvergaard, 1981, 1982; Tvergaard and Needleman, 1984; Addessio
and Johnson, 1993; Zavaliangos and Anand, 1993; Haghi, 1995) and failure is one
of evolving length scales. Pores nucleate at locations in the material which are de-
termined by a combination of the intensity of the external loading and the statistical
distribution of microstructural based defects and/or stress concentrators (e.g. grain
boundaries, inclusions, intersections of twin planes, misorientation related plastic
strain incompatibility, dislocation sub-cells). These nucleation events must neces-
sarily occur at atomic and sub-grain length scales and are heavily dependent upon
details of the microstructure since that is the sole source of heterogeneity. Once
a field of nucleated pores exists, continued damage evolution favors the growth of
existing pores over nucleation of new sites. At this point, the pores are still gen-
erally sub-grain in size. Within this regime of response, the rate sensitivity of the
material’s plastic response is believed to be a rate controlling mechanism. As the
pores continue to grow in size, the stress fields of the individual pores begin to
intersect and individual pores begin to join by a process of localized deformation
based coalescence. At this point, the individual pores become as large or larger
than the average grain size. This localized field connecting individual pores and
contributing to the damage process can be across a ligament between pores of sev-
eral average grain sizes. At this stage accelerations can be large and inertial effects
play a role in limiting rates of deformation (Tong and Ravichandran, 1995; Wein-
berg et al., 2006; Czarnota et al., 2008).

It is within this context that we wish to examine the way in which metallic poly-
crystals deform and how their microstructures evolve with deformation. We do
this through the use of both computational models employing physically based sin-
gle crystal constitutive models applied through synthetic numerical microstructures
and new experimental techniques to quantify granular level deformation response.
Such an approach acknowledges that damage and failure processes are influenced
not only by the mean response of a material, but also the evolving field statistics.
This general effort has been the topic of studies in the recent past.

Lebensohn et al. (2009) have recently presented work in which they have used
both a modified form of the visco-plastic self consistent (Lebensohn and Tomé,
1993) model to account for the effects of voids in a homogenized way and an FFT
technique (Lebensohn, 2001) where a polycrystal aggregate containing 5% poros-
ity is examined. The results of both polycrystal plasticity techniques is compared
directly to plastic flow surfaces of Gurson (1977) and Leblond et al. (1994) mod-
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els. They found that the FFT model which accounts for a distribution of porosity
within the polycrystal predicts plastic flow stress which is smaller for all values of
stress triaxiality than the unit cell models of Gurson and Leblond et al. The authors
attribute this to the strong void to void interaction possible in the FFT technique
which cannot be accounted for by the unit cell or homogenized polycrystal models
accounting for porosity. Barton et al. (2009) have also performed direct numerical
simulations on polycrystalline aggregates to represent the structural transformation
response of materials (solid-solid phase transformations, twinning). These tech-
niques are able to lend important insights into the inhomogeneous response of such
materials.

Vogler and Clayton (2008) performed experiments and two-dimensional polycrys-
tal calculations of shock loaded WHA material which included representation of
failure of interfaces between grain and phase boundaries via a cohesive zone model.
The single crystal model proposed by the authors is based upon slip processes and
uses a conventional power law relationship for the flow rule. Finite elasticity is
accounted for in the shock processes through a polynomial free energy potential
relationship. The model is also fully thermo-mechanically coupled. The interfa-
cial fracture model employed is one which is based upon a traction criterion for
the strength of an interface accounting for both normal and shear components. The
models are used to simulate the response of a 2D – 150 µm RVE of the WHA
material to shock loading. Results for five different simulations using different
combinations of flyer velocity and microstructure configurations were presented –
consistent with the five experiments presented. Free surface velocity profiles for
both experiments and simulations were presented but substantial differences ex-
isted upon comparison. This suggests that substantial work remains in properly
understanding and quantifying the statistics of the damage and failure process un-
der dynamic or shock loading conditions.

Schroeter and McDowell (2003) presented displacement field measurement results
made on the surface of both simple compression and thin-walled tube torsion spec-
imens. A high resolution grid was applied to the surface of both of these exper-
imental configurations and magnified images taken of the surfaces during the de-
formation process. The deformation field was then computed directly from image
correlation of the deformed grid patterns. The results showed that the local de-
formation field was highly heterogeneous from not only the aggregate characteris-
tics of the material but that intragranular localized deformation was also observed.
The degree of heterogeneity in the deformation fields was measured to be much
greater in the case of compression than torsion. Clayton et al. (2002) performed
direct polycrystal simulations for the case of compression and a digitally replicated
FEM microstructure was produced. Conventional crystal plasticity theory was used
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to represent the single crystal response. The authors reported that significant dis-
crepancy existed between the experimental and simulated deformation field results.
This is perhaps an indication of the importance of substructural development at the
single crystal level leading to sub-granular deformation fields which were not ade-
quately represented by a classical continuum based single crystal model. Clayton
and McDowell (2003) present interesting results of calculations performed on a 2D
OFHC Cu microstructure constructed from three-node linear plane strain elements.
They then assigned crystallographic orientations to the grains either randomly or
so that the misorientation angle across a grain boundary did not exceed 15 degrees.
The 2D model was then deformed in plane strain compression, plane strain ten-
sion, and simple shear. The stress state was calculated at grain boundary elements,
triple point elements, and in the bulk crystal elements. The results showed that
stress heterogeneity was greater when initial grain orientations were assigned ran-
domly. It was also greater in the grain boundary and triple point elements than
those composing the bulk of the grain. The coefficient of variation (sd (x)/ |x̄|) for
the hydrostatic stress was much less than 1.0 for the bulk material while that for the
grain boundary and triple point elements was much greater than 1.0 (especially for
shear).

Cheong and Busso (2004, 2006) presented direct numerical simulation results for
tensile tests performed on specialized two dimensional microstructural samples
containing grains several mm in size. The first study was performed using the
experimental results of copper by Delaire (1999). The second study used experi-
mental results of Zhang and Tong (2004) performed with Al-5%Mg. The authors
used a single crystal constitutive model which employed edge and screw disloca-
tion densities as the basic internal state variables which govern slip system defor-
mation resistance. The constitutive model material parameters for copper and Al-
5%Mg were evaluated against single crystal deformation experiments. The authors
found for both materials and microstructures that in order to match the experimen-
tal stress-strain responses of the two-dimensional tensile tests that a distribution of
intragranular misorientation with maximum angle of 6% was required for the ini-
tial state of the large grains. The source of this misorientation heterogeneity was
argued to be the initial dislocation structure of the material. The added geometric
resistance offered by the distributed misorientation was necessary to quantitatively
match the experimental results. The study of Al-5%Mg also included quantitative
comparisons of strain profiles along a line down the center of the specimen. The
simulations were able to predict strain localization which occurred experimentally
in the largest grain within the sample. The predicted localization was too severe
without including initial misorientation distribution within the simulated grains and
an increase in hardening rate. As a result, both the strain profile and the stress-strain
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response were not able to be simultaneously predicted. Some preliminary results
were also presented which suggested that the influence of misorientation is unique
to very large grain two dimensional samples.

In like fashion, Kalidindi et al. (2004) presented experimental and direct simu-
lations of aluminum columnar grain samples exposed to plane strain compression
deformation to moderate strain levels. The cross-sectional grain size was very large
so the influence of grain boundaries was much smaller than for more typically sized
microstructures. They were able to compare microstructural evolution results be-
tween both the simulated and experimental microstructures. The simulations were
able to represent reasonably well the experimental results. Unfortunately the ex-
perimental and simulated stress-strain responses were not presented for comparison
purposes.

The thrust of this work is to present an analysis of recent grain level aspect ratio
measurements of Ross (2008) made on a recovered sample of forced shear ex-
periments presented in a previous publication by Bronkhorst et al. (2006). This
analysis is then used to compare directly to simulations of one of these experi-
ments using direct polycrystal representation of the shear zone section. Section
two of this paper presents an overview of the experimental procedures used by
Ross (2008). In section three we outline the essential features of the coupled
thermo-mechanical elasto-viscoplastic single crystal constitutive model previously
reported by Bronkhorst et al. (2007) and the numerical representation of the axi-
symmetric forced shear experiment geometry with polycrystal representation of the
shear zone. Both experimental and numerical results are presented in section four.
The results are discussed in section five followed by the conclusion in section six.

2 Experimental Procedures

The work presented here uses material and samples from deformation experiments
which have been previously reported on by Bronkhorst et al. (2006). These were
forced shear experiments of axi-symmetric geometry and are shown schematically
in Fig. 1. The forced shear samples of tantalum material were deformed dynam-
ically in a Split-Hopkinson Pressure Bar System at different rates of deformation
and the top-to-bottom displacement and top-surface stress were measured as a func-
tion of time. One of the experiments presented by Bronkhorst et al. (2006) will be
focused on here (Test 1356, 298 K initial temperature, 83 kPa pressure, 8.89 cm
striker length). The dynamic displacement and top surface stress results are given
in Fig. 2. Ross (2008) has recently performed detailed metallographic analysis
and nano-indentation hardness measurements on the above named deformed and
recovered sample. We will use and analyze the results of granular aspect ratio mea-
surements on that sample from Ross to arrive at an approximate measure of final
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Figure 1: Schematic representation of the cross-sectional geometry of the forced
shear sample. The dimensions are in mm.
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Figure 2: Experimental top-to-bottom surface displacement and top surface stress
response for the forced shear experiment.
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strain field in the shear zone of this sample.
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Fig. 3.  (a) Metallographic section image of the deformed and recovered sample examined for 
this study.  (b) Digitized shear zone region highlighting the grain boundary structure and used to 
quantify the deformation profile.  Note that measurements were not taken along line I2-3. 
(a) 

(b)

Figure 3: (a) Metallographic section image of the deformed and recovered sam-
ple examined for this study. (b) Digitized shear zone region highlighting the grain
boundary structure and used to quantify the deformation profile. Note that mea-
surements were not taken along line I2-3.

The samples were prepared with standard metallographic methods (details can be
found in Ross (2008)). After physical preparation, digital micrographs were taken
of the shear zone of the sectioned sample and image pre-processing performed. The
metallographic images were then used to produce traces of the grain boundaries
throughout the image, and these trace images subsequently used to measure grain
size and grain aspect ratio. The metallographic image along with the superposed
grain boundary trace for the sample examined here is given in Fig. 3. The mean
grain diameter for the undeformed microstructure was quantified from the grain
boundary trace image by measuring the average length of the diameters at two
degree intervals for a line which passes through the grain centroid. The undeformed
grain size distribution for this material based upon this measurement algorithm is
given in Fig. 4a.

Granular aspect ratio was measured on both the undeformed material and on the
sectioned shear zone of the deformed tophat sample (Ross, 2008). As with the
grain size measurements, the aspect ratio measurements were made using the grain
boundary trace images. The aspect ratio was measured manually from the digital
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Figure 4: Grain size distributions (100 bins) as measured from (a) experimental
metallographic and; (b) Voronoi tessellated microstructure used for all three real-
ization simulations. Measurements made on the undeformed state.

images by first striking a line along the maximum dimension of the grain. The
minor axis was then restricted to remain perpendicular with the major axis. The
minor axis was placed at the location on the grain resulting in the maximum length
of the minor axis. Measurements made on the deformed sample were tracked as a
function of distance from the center of the shear zone and grains were chosen along
lines at a fixed distance parallel with the center of the shear zone. The position of
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these lines with respect to the cross-sectional image of the deformed sample can
be found in Fig. 3b. Note that measurements were not taken along line I2-3. This
resulted in granular aspect ratio data in eight bins; each at a different distance from
the center of the shear zone. Aspect ratio data taken from the undeformed material
can be found in Fig. 5a.

Granular aspect ratio data was used to approximate the equivalent tensile strain
in each of the measured grains. Of course as the information given in Fig. 5a
illustrates, based upon the measurement technique used by Ross (2008), the mean
aspect ratio of the undeformed material was initially significantly greater than one
(mean value of 1.9). Therefore our determination of strain from aspect ratio must
take that initial state into account. In general, there will be an upper bound and
lower bound to the value of strain evaluated. The upper and lower bounds in strain
approximation come from the fact that we do not know the initial direction of the
major axis of the grain in the undeformed configuration. If the major axis of the
undeformed grain is aligned with the major axis of the deformed grain then the
resulting strain is evaluated as a lower bound equivalent tensile strain and is given
by

εl =
2
3

ln
(

AR
AR0

)
(1)

where AR is granular aspect ratio and AR0 is the mean initial aspect ratio of the
material as determined experimentally. On the other hand if the minor axis of the
undeformed grain is aligned with the major axis of the deformed grain then the
resulting strain is evaluated as an upper bound equivalent tensile strain and is given
by

εu =
2
3

ln
(
AR ·AR0

)
. (2)

All other initial granular alignments to the final deformed major axis will have
equivalent tensile strain values between these two bounds. These relationships will
be used later in our discussion of the results.

3 Single Crystal and Polycrystal Modeling

The constitutive and numerical models used here have been previously reported
upon by Bronkhorst et al. (2007) and therefore only a brief outline of each is given
here.
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Fig. 5.  Granular aspect ratio distributions (100 bins) as measured from (a) experimental 
metallographic image and; (b) Voronoi tessellated microstructure.  Measurements made on the 
undeformed state. 
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Figure 5: Granular aspect ratio distributions (100 bins) as measured from (a) ex-
perimental metallographic image and; (b) Voronoi tessellated microstructure. Mea-
surements made on the undeformed state.
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3.1 Single crystal constitutive model

The constitutive equation for the intragranular stress is taken as

T ∗ = C [Ee−A(θ −θ0)] , (3)

where C is the fourth order anisotropic crystal elasticity tensor, A is the second
order crystal thermal expansion tensor, and θ0 is the initial material temperature.
This is the same relationship used by Kothari and Anand (1998). The elastic strain
measure Ee is defined as

Ee ≡ 1
2
(FeT

Fe−1) (4)

where the elastic deformation gradient is given by

Fe = FF p−1
, detFe > 0. (5)

The measure of stress which is elastic work conjugate to the elastic strain measure
Ee is defined by

T ∗ ≡ (detFe)Fe−1
T Fe−T

, (6)

where T is the symmetric Cauchy stress. Based upon the work of Simmons and
Wang (1971), the terms in the crystal elasticity tensor are made linearly temperature
dependent by the following relationship

Ci jkl = Ci jkl0 +mCi jkl θ (7)

where Ci jkl0 are the appropriate values at 0K. The diagonal thermal expansion co-
efficient tensor for the crystal is given by

Ai j = αi jδi j. (8)

The plastic velocity gradient is related to the rate of slip on each of the crystallo-
graphic slip systems in the crystal γ̇α , by the relationship

Lp = Ḟ pF p−1
= ∑

α

γ̇
αSα

0 , Sα
0 ≡ mα

0 ⊗nα
0 , (9)

where mα
0 and nα

0 are the vectors representing the slip direction and slip plane nor-
mal respectively for slip system α in the reference configuration. The flow rule
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representing thermally activated slip rate on slip system α is given by a relation-
ship introduced by Busso (1990)

γ̇
α = γ̇0 exp

[
− F0

kθ

〈
1−

〈
|τα |− sα

ρ

µ

µ0

sα
l

µ

µ0

〉p〉q]
sgn(τα), (10)

where sα
ρ is the deformation resistance of slip system α due to evolving dislocation

density and sα
l is the constant intrinsic lattice resistance on slip system α . The

magnitudes of each of these two quantities is defined at 0 K. Temperature sensitivity
of the deformation resistances in Eq. (10) is represented to first order by scaling
each quantity by the shear modulus ratio

µ

µ0

∼=
C12

C120

= 1+
m12

C120

θ . (11)

The resolved shear stress drives the shear rate and is defined by the relationship

τ
α ≡ (CeT ∗) ·Sα

0 , Ce = FeT
Fe. (12)

The evolution equation for the slip system deformation resistance is given by

ṡα
ρ = ∑

β

hαβ

∣∣∣γ̇β

∣∣∣ . (13)

The total hardening rate which includes the effects of forest hardening is taken as

hαβ =
[
r +(1− r)δ αβ

]
hβ . (14)

The self-hardening rate hβ used here is that introduced by Acharya and Beaudoin
(2000) which includes effects of both dislocation generation and annihilation is
given by

hβ = ho

(
sβ

s − sβ

ρ

sβ
s − sβ

0

)
, (15)

where the saturation stress parameter sβ
s as a function of temperature and shear rate,

as proposed by Kocks (1976), is given as

sβ
s = ŝβ

s (γ̇,θ) = ss0

(
γ̇β

γ̇0

) kθ

A

(16)
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For the high rate applications examined here, adiabatic conditions were assumed
where the relationship between plastic work and temperature is given by

ρcpθ̇ = η ∑
α

τ
α

γ̇
α , (17)

where η ∈ [0,1] is the conversion efficiency factor, taken here as 0.95 for dynamic
conditions. Values of material parameters used in the calculations presented here
can be found in Bronkhorst et al. (2007).

3.2 Numerical Model and Polycrystal Shear Zone

Numerical simulations of the forced shear experiment were performed using an
embedded polycrystal region within the shear zone of an axi-symmetric model.
As described in detail by Bronkhorst et al. (2007), this region is constructed by
Voronoi tessellation to an average grain size of 37 microns. The polycrystal shear
zone contains 1091 grains. Their individual initial crystallographic orientation was
represented by a set of 512 orientations which were chosen based upon orientation
image mapping measurements of the undeformed material and represent the ini-
tially textured state. Three replicate sets of these 512 orientations were combined
and individual orientations were randomly selected in order to assign the initial ori-
entation to the 1091 grains. Three realizations of initial crystallographic orientation
were produced through three different randomizations of the set of 3× 512 orienta-
tions. The topology of the tessellation representing the microstructure in the shear
zone geometry can be found in Fig. 6. The relationship between the microstruc-
ture of Fig. 6 and complete simulated geometry can be found in Fig. 7. Grain
size and aspect ratio was measured on this tessellation using the same technique
as that for the experimental measurement and their results are given in Figs. (4b)
and (5b). Note that a single tessellation was used for each of the three realization
calculations. Each grain was subdivided into three-noded triangular elements with
approximately 50 elements representing an average sized grain.

Outside of the shear zone, the material does not experience strain in excess of
0.05 and so a simple small-strain J2 flow theory with the strain-rate dependent
response represented by the isotropic Mechanical Threshold Stress (MTS) model
(Follansbee and Kocks (1988); Chen and Gray (1996); and Maudlin et al. (1999))
is used. A schematic representation of the numerical model can be found in Fig.
7. Prescribed displacement conditions are applied equally to all nodes of the top
loading surface. A constant velocity was applied to the top surface, the value of
which was evaluated from the slope of the straight line segment of the displacement
time curve given in Fig. 2 to a target total displacement of 0.4 mm. The base surface
is assumed to be rigid and frictionless. The two inside corners are frictional contact
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Figure 6: Voronoi tessellated polycrystal region used to represent the two-
dimensional shear zone. This microstructure was embedded in a numerical model
representing the entire sample illustrated in Fig. 7.
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Figure 7: Numerical model used to represent the axisymmetric forced shear sample.
The shear zone region is represented by a direct polycrystal representation.
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surfaces and following Bronkhorst et al. (2006), a constant friction coefficient
of 0.2 was used. The finite element code ABAQUS (2005) was used for these
simulations.

4 Simulation and Experimental Results

The top surface stress versus displacement from simulation of the three crystallo-
graphic realizations are given in Fig. 8 along with that of the experiment. Since it
is not practical to model the entire Split-Hopkinson Pressure Bar system, the os-
cillations in stress as experienced experimentally are not predicted. In general the
models over-predict the stress response of the material for this type of loading. The
most likely explanation for this is that the 2D simulations impose a degree of re-
straint on the deformation response of the polycrystal aggregate and therefore this
restraint artificially increases the stress response. The thermal coupling contained
in Eqs. (3), (7), (10), (11), (16), and (17) produce temperatures in the shear zone
which are consistent with continuum calculations which do reasonably predict the
stress response observed experimentally (Bronkhorst et. al, 2006). But of course it
is not possible to experimentally confirm the accuracy of the temperature evolution
in the axi-symmetric sample so this also remains a possible explanation for this
stress response discrepency.

Results of deformed sample grain aspect ratio measurements are given in Fig. 9 as a
function of the distance from the shear zone center as per the metallographic section
and positions given in Fig. 3. Measurements on the undeformed material far from
the shear zone reported by Ross (2008) indicate a mean initial aspect ratio of 1.9.
The measurement results in Fig. 9 indicate a significant degree of variability in the
measured grain aspect ratio at any given position. Mean aspect ratio is also plotted
in Fig. 9 and indicates that their magnitude returns to those of the undeformed state
within a distance of 0.2 mm on each side of the shear zone center.

As discussed earlier, the granular aspect ratio measurements were used to arrive
at an approximate measure of strain in the shear zone using Eqs. (1) and (2) for
upper and lower bound estimates. Equivalent plastic strain as a function of distance
from the shear zone center was also calculated from the three numerical simula-
tions. The schematic in Fig. 10 illustrates the region in which the material point
information was taken from the numerical results after deformation. Contours of
actual numerical results are given in Fig. 11. This rectangular region for each of
the three simulations was chosen so that the long side was parallel with the line
connecting the original corner points of the sample (shown as dots in Fig. 10). The
ends of the rectangle were positioned inside the original corner points of the forced
shear specimen by a distance 10% of the length between the original corner points.
Note that with deformation, the corners collapse and contact occurs between the
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Figure 8: Top surface stress response comparison between the experimental result
and the simulations of the three crystallographic realizations.

two sides of each corner. On average, 12,350 materials points are contained within
each rectangle of width ± 0.2 mm from the shear zone center line. Equivalent
plastic strain contour plots for all three realizations are given in Fig. 11.

Comparison between the experimental granular aspect ratio derived strain measure-
ments (the solid black lines, using Eqs. (1) and (2)) and the plastic strain results
of the three numerical simulations (the 12,350 red points) are given in Figs. 12
a-c. The dashed lines in Fig. 12 a-c indicate the curve of one standard deviation of
the aspect ratio measurements from both the upper and lower bound strain curves.
Note that in order to preserve the readability of the figures, only the Upper bound
plus one standard deviation is plotted and the lower bound minus one standard de-
viation is plotted. The numerical results for all three realization simulations follow
reasonably closely the lower bound experimental results.
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points nearest to the center of the axi-symmetric sample.

5 Discussion

This study is a continuation of the work of Bronkhorst et al. (2007) and provides
direct comparison between local measurements of microstructural deformation and
numerical simulations of simulated polycrystal aggregates. The measurements are
unique in that they attempt to quantify the deformation field of the material inside
the sample as opposed to measurements made on an exposed sample surface. The
experimental measurements derived the strain measures at the length scale of the
single crystal (40 µm) while those of the numerical simulations produced strain in-
formation at sub-grain length scales (7 µm). The numerical elements were chosen
to be as small as possible but substantially larger than a typical dislocation subcell
which for these deformed samples was on the order of 400 nm and is not repre-
sented by the constitutive model. The measurements were also made on only one
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Figure 10: Schematic of the region from which equivalent strain information was
extracted from the results of each of the three numerical simulations.

section of the material. One would expect that a different metallographic section
would produce results which would be somewhat different. It would be interesting
to quantify this difference.

The mean grain diameter comparisons given in Fig. 4 and the granular aspect ra-
tio comparisons given in Fig. 5 offer interesting insight. The same measurement
algorithm was used to derive both the experimental and simulated microstructure
distributions. Although the mean grain size was the sole target for construction of
the synthetic microstructures and these are represented reasonably well, the over-
all distribution of grain size is not represented well. On the other hand, the syn-
thetic microstructure does a reasonably good job of representing the aspect ratio
distribution observed experimentally. In the future if our interest is in numerical
representing the extreme events such as localization, damage, and failure, it will
be important to accurately represent the topological statistics of the material mi-
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Figure 11: Contour plots showing equivalent plastic strain at the end of each simu-
lation for each of the three crystallographic realizations.

crostructure accurately.

The granular aspect ratio measurements given in Fig. 9 suggest a high degree of
variability at each position with respect to the shear zone center. The mean co-
efficient of variation for all positions is 0.38 with a minimum value of 0.27 and
a maximum of 0.45. Although there are significantly fewer measurements at the
center position as compared with the others, there is some indication that the vari-
ability is larger with the higher levels of deformation. The derivation of strain from
aspect ratio measurements adds uncertainty to the results simply due to the fact that
it is impossible to know the original morphology of the measured grains. This un-
certainty is quantified in Fig. 12 through the upper and lower bound analysis. The
approximation for the range of statistically possible values for strain at any given
position can be considered to be between the two dashed curves in Fig. 12. While
the upper bound and lower bound curves represent the uncertainty in initial grain
morphology, the dashed curves add the variability quantified through the aspect
ratio measurements.

Inherent in using a two-dimensional image to quantify strain is the assumption that
the deformation was two-dimensional. Although impossible to quantify, this is
likely another source of uncertainty in the measures of strain presented here. One
would expect that even for a macroscopically axi-symmetric situation as exists here,
the local deformation field would be three-dimensional in nature. Further work is
necessary to understand to what degree this is true. It is likely that this would
also depend upon the degree of crystallographic symmetry of the material. Even
though the strain calculations from granular aspect ratio measurements assume two
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Fig. 12.  Comparison of the results of realization (a) 1; (b) 2; (c) 3 simulations to the strain 
evaluated from grain aspect ratio measurements.  Negative position values indicate points nearest 
to the center of the axi-symmetric sample.  The solid curves represent the mean lower and upper 
bound equivalent plastic strain evaluated from the metallographic images.  The dashed curves 
represent the one standard deviation envelope around the experimental lower and upper bound 
curves.  The red points represent the numerical results from all material points within the 
extracted shear zone region illustrated schematically in Fig. 10. 
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Figure 12: Comparison of the results of realization (a) 1; (b) 2; (c) 3 simulations to
the strain evaluated from grain aspect ratio measurements. Negative position values
indicate points nearest to the center of the axi-symmetric sample. The solid curves
represent the mean lower and upper bound equivalent plastic strain evaluated from
the metallographic images. The dashed curves represent the one standard deviation
envelope around the experimental lower and upper bound curves. The red points
represent the numerical results from all material points within the extracted shear
zone region illustrated schematically in Fig. 10.

dimensional deformation, this is consistent with the numerical simulations included
in this study. Certainly the single crystal constitutive model outlined in this paper
is three-dimensional and must allow for slip to occur out of the plane, however the
resultant strain is restricted at each material point to remain two-dimensional.

Given the strain measurement uncertainty discussed above, the results of the three
numerical simulations based upon three different crystallographic orientation real-
izations compare favorably with the data as shown in Fig. 12. In all three cases, the
numerical results consistently follow the experimental profile demonstrated by both
lower and upper bound curves and are consistent in magnitude to the lower bound.
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It should also be stated that because of mesh distortion causing convergence diffi-
culties, neither of the three simulations achieved the total top surface displacement
reached experimentally (0.42 mm). Therefore the simulation profiles in Fig. 12 are
slightly lower in strain from what would have been achieved at full displacement
and may explain the close match to the lower bound curve.

This work presenting comparisons between simulations of aggregate crystalline
material and experimental measurements highlights many of the difficulties asso-
ciated with these types of comparisons. Foremost among these is the lack of three-
dimensional information both experimentally and computationally. Traditional ex-
perimental measurements by nature are generally performed on two-dimensional
surfaces. Computational methods are also frequently done two-dimensionally due
to problems meshing and characterizing complex three-dimensional structures. Thus,
the effects of the third dimension are a source of uncertainty. It is also important
to recognize that most experimental measurements are done post-mortem, giving
only information in the final deformed state. Thus, comparisons are only available
at the final state and not the initial or intermediate material states. The last dif-
ficulty encountered in comparing experimental and simulation information is the
difference between simulated state variables and experimental measurements, e.g.
a final deformation vs. strain or micro-indentation resistance vs. evolved critical
resolved shear stress. It should be noted that most of these difficulties are current
research topics being pursued within the materials community. This work gives an
example for the need for such advances.

6 Conclusion

This study has employed a coupled thermo-viscoplastic single crystal constitutive
model of tantalum together with a Voronoi tessellation based synthetic microstruc-
ture to represent the shear region of a forced shear sample. Granular aspect ratio
measurements of the recovered sample cross section made by Ross (2008) were
analyzed and used to estimate the strain within the shear zone of the sample. These
were compared directly with the numerical simulations and found to compare rea-
sonably well. Both experiments and calculations suggest a high degree of spatial
variability in the local strain field. This variability is believed to be an important
driver for damage and failure processes occurring under dynamically loaded condi-
tions and therefore it is equally important to understand and quantify this linkage.
As this study points out, there is still much work to do in both our ability to theoreti-
cally represent aggregate material response and also in our ability to experimentally
probe the nucleation of damage events due to material variability.
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