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Abstract: The growth of the internet and technology has had a significant
effect on social interactions. False information has become an important
research topic due to the massive amount of misinformed content on social
networks. It is very easy for any user to spread misinformation through the
media. Therefore, misinformation is a problem for professionals, organizers,
and societies. Hence, it is essential to observe the credibility and validity of the
News articles being shared on social media. The core challenge is to distin-
guish the difference between accurate and false information. Recent studies
focus on News article content, such as News titles and descriptions, which
has limited their achievements. However, there are two ordinarily agreed-upon
features of misinformation: first, the title and text of an article, and second, the
user engagement. In the case of the News context, we extracted different user
engagements with articles, for example, tweets, i.e., read-only, user retweets,
likes, and shares. We calculate user credibility and combine it with article
content with the user’s context. After combining both features, we used three
Natural language processing (NLP) feature extraction techniques, i.e., Term
Frequency-Inverse Document Frequency (TF-IDF), Count-Vectorizer (CV),
and Hashing-Vectorizer (HV). Then, we applied different machine learning
classifiers to classify misinformation as real or fake. Therefore, we used a
Support Vector Machine (SVM), Naive Byes (NB), Random Forest (RF),
Decision Tree (DT), Gradient Boosting (GB), and K-Nearest Neighbors
(KNN). The proposed method has been tested on a real-world dataset, i.e.,
“fakenewsnet”. We refine the fakenewsnet dataset repository according to
our required features. The dataset contains 23000+ articles with millions
of user engagements. The highest accuracy score is 93.4%. The proposed
model achieves its highest accuracy using count vector features and a random
forest classifier. Our discoveries confirmed that the proposed classifier would
effectively classify misinformation in social networks.
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1 Introduction

In the last decade, online social networks have rapidly grown with great success. Social networks
changed the way of News distribution as was used by traditional media. Social Media is the new
ecosystem for spreading News or information. People are using social media mostly as compared
to mainstream media. Through using online social platforms, unlike print media or electronic
media, anyone can share or spread any kind of information or News [1]. Today, the misinformation
dissemination rate is high on social forums and is very common [2]. Ease of access, low-cost internet
facilities, high bandwidth, and quicker results have made social networks an essential part of our daily
lives. Instead of switching on to TV, people are getting News alerts on their handheld gadgets [3].
Youth spend most of their time on social networks and other websites related to their interest. Hence,
social networks have become the primary source of information. People are willing to like, comment,
or share news and data on social websites. A survey was conducted on spreading News or information
on social platforms in 2016 and 2012. The reports showed that in 2016, 62% of youth read News;
however, it was 49% in 2012 [4]. It is very significant for users on a social network to get actual
information. Today, misinformation is well-presented in articles or text so that the users believe in it.
In 2020, EU DisInfoLab exposed the extensive network designed to dishonor Pakistan internationally
by spreading misinformation on a social network. Social media growth created many challenges, and
finding actual information is one of them. Social networks are full of News and information, and
it is challenging to differentiate the real and fake information [5]. The spread of misinformation has
affected people at different levels of life. Misinformation misleads the audience to gain profit, i.e.,
political purposes, misguidance, organizational benefits, and state conflicts, to implement their plan.
There are many terms for misinformation, such as spam, misinformation, fake News, and others.
These types of misinformation can be in the form of textual, numerical, numbers and images, or
other formats. Misinformation can interrupt the validity balance of the News Ecosystem. It proves
that misinformation or fake News is extensively being spread on Facebook compared to the general
authentic mainstream News, e.g., US political voting in 2016 [6]. This research uses various supervised
learning techniques and datasets to detect misinformation on a social platform. After identifying
the misinformation using the datasets, we tried to categorize the user’s credibility. We used Twitter
data from the Fakenewsnet dataset. This dataset contains News content and context, for example,
engagement of users in different articles and user relations. For the News context, we extracted data,
i.e., Tweet, Retweet, Like, and Reply, as shown in Fig. 1. Then, we combined the News context with the
News contents and applied the feature extractor and classifier; this helps to identify the misinformation
on social media using supervised learning, as shown in Fig. 2. We calculated user credibility and
combined this with the article’s content. We used Machine Learning (ML) algorithms on our refined
custom dataset to classify real and misinformation based on both article’s content and the user’s
context.

2 Related Work

In the related work, various methods of detecting misinformation have been discussed based on
the study of multiple research articles. The analysis of the following discussion is presented in Table 1.
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Figure 1: Context features extraction model

Figure 2: Misinformation classification model
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2.1 Machine Learning Classifiers

Smitha et al. [1] used Natural Language Processing (NLP) and Machine Learning algorithms.
They applied TF-IDF and Count Vector for feature extraction and seven different ML algorithms
used for classification with the Kaggle dataset. SVM and Linear classification algorithm with TF-
IDF feature extraction combined achieved more accurate results. In [5], the authors worked on a
content-based method and proposed graph-based semi-supervised misinformation recognition, which
showed better results. The authors used KNN with the Facebook News posts dataset and showed
an accuracy of 79%. Dementieva et al. [6] follow different hypotheses and target five languages, i.e.,
English, Spanish, French, German, and Russian. In [7], authors used an RF, DT, and Adaboost
classifier to detect fake News from social media. Random forest gives better results, and all their
results accuracy is under 80%. In another study [8], they worked on ML ensemble approaches on
four different real-world datasets. The following algorithms were used for the experiment, i.e., Linear
Regression (LR), Multilayer Perceptron (MLP), SVM, KNN, Ensemble Learners, Bagging Ensemble
Classifiers, RF, Voting Ensemble Classifier, Boosting Ensemble Classifiers, Benchmark Algorithms
and Convolutional Neural Network (CNN). KNN classifier gets 88% accuracy on dataset one, but
dataset two only gets 28% accuracy. The paper [9] uses one class of SVM for discovering real and
fake News, and they use the Latent Semantic Analysis (LSA) technique to reduce the original data.
Research shows 86% accuracy and 94% precision. In [10], the method depends on unsupervised, semi-
supervised, and supervised learning. The paper also used a Deep Neural Network (DNN) for false
information classification. Nyow et al. [11] altered social media Twitter data using a DT, NB, LR, and
SVM for false News discovery. The paper [12] used an extra tree classifier, RF, and DT for fake News
discovery and used ISOT and Lair datasets. The linguistic-based textual features were used for the
results. Pranav et al. [13] used five linguistic features groups and investigated with Recurrent Neural
Network (RNN) vs. Naïve Bayes and RF with the TF-IDF and Kaggle dataset. In [14], the author used
a manually labeled twitter dataset for content and context features. The paper selected four categories
of six models to represent the week-learning to compare the results. In the first category, NB was
included; in the second category, the KNN model was included; for the third category, DT and RF;
and for the fourth SVM model was used. In [15], researchers examined the possessions of content
signifiers in assisting the human factor counter to disinformation attacks through its acknowledgment.
This research showed the changing outcome of contextual evidence in people recognizing fake News.
In [16], an obvious fake News test was conducted to measure the users how they use these forms as
contextual signs in classifying some contents as either genuine or ambiguous.

2.2 Supervised Learning

In [17], authors identified three challenges, false News classification, domain identification, and
bot identification. Deep Learning (DL) model is used to recognize stylistic differences between
legitimate and false News articles. In another paper [18], a semantic model was developed, which
determined the complete social context of an article on social media. Monther et al. [19] proposed
a solution for a search engine to remove those websites on search engines that spread misinformation.
The paper [20] introduced the misinformation definition and examined the difference between context-
based and content-based features. The study [21] is based on group behaviors that selected features
such as claim similarity, account created time, massages timesteps, number of followers, number of
follows, and reputation. RF, SVM, DT, and neural networks are used for classification. The authors
[22] used a DNN to do a user classification on the Twitter covid dataset and used the Bidirectional
Encoder Representations from Transformers (BERT) encoder to handle the vocabulary word splitting.
De et al. [23] studied past inscription impressions on a parallel point from constant ages and recovered



CMC, 2023, vol.75, no.2 2925

the results by counting the portions of rational inspection and past outcomes that did not do before
this search. In [24], the authors applied only article text and used BERT as a neural network, and
different ML classifiers were also used, such as SVM, NB, and KNN classifiers.

2.3 Semi-Supervised Learning

Benamira et al. [2] work on a content-based method for recognizing false information. They
planned a semi-supervised graph-based fake News exposure method; this method is based on a graph
neural network. The experiments showed better results as compared to other recognition methods.
The model was based on a semi-supervised false News discovery technique, an illustration learning
technique. In [25], authors labeled the unlabeled dataset using CNN for low-level feature extraction.
The authors used shared CNN for unlabeled & labeled data and Word CNN based on the Semi
Supervised Learning (SSL) model to test two different datasets, i.e., PHEME and LIAR datasets.

2.4 Neural Network CNN, RNN-LSTM

Goonathilake et al. [3] used the NLP approach, a combination of DL networks such as CNN
and Long short-term memory (LSTM). The authors scored an accuracy of 92%. Ghinadya et al. [4]
proposed a model built on RNN and Bidirectional Long Short-term Memory (b-LSTM) using
content-based feature. The model showed 0.2096 and 0.2423 F1 scores. In [8], Linear SVM is used
for comparison and auto-fake News detection; the authors used CNN. Xishuang et al. [25] used CNN
with unlabeled dataset low-level feature extraction. To test two different datasets authors used shared
CNN and Word CNN for unlabeled & labeled data, i.e., PHEME and LIAR datasets. Verma et al. [26]
used LSTM, RNN, and Grated Recurrent Units (GRU) with the tensor board to visualize the neural
network. The LSTM gave 94% accuracy, and the GRU model showed 91% accuracy. Kaliyar et al. [27]
designed the DNN containing a diverse number of filters with five dense layers for their model. The
results showed an accuracy of 92.30% with the dataset of BuzzFeed and PolitiFact. Barua et al. [28]
used an ensemble model, Bidirectional Recurrent Neural Network (B-RNN), with LSTM and GRU
for determining the sanctity. The experiment showed 80.2% accuracy. Ahmed et al. [29] described text-
based detection approaches, used TF-IDF with N-Gram for feature extraction, and used different ML
classifiers, i.e., Stochastic Gradient Descent (SGD), SVM, LSVM, KNN, and DT. Abdullah et al. [30]
used CNN and LSTM to identify the misinformation within the Kaggle dataset based on three
features (i.e., author’s name, domain name, and article title). In [31], authors included both social
content and social context features for generating comments Collective Learning Systems (CLS)
and the Generative Pre-trained Transformer (GPT) methods were used. Initially, the authors used a
sample dataset to create comments. The authors removed original comments and replaced them with
generated comments in the classification part.

In [32], a dataset was used to pick 200 articles for the model. In [33], the TF-IDF and count
vectorization were used for feature extraction after Deep Semantic Similarity Model (DSSM). Word
hashing was done in the first layer of DSSM for the feature extraction, and improved RNN charac-
terized the classification task. In [34], authors found medical misinformation on social networking
websites; CNN model was used for two features. The first feature was the News content, i.e., comment
date publication status, and the second feature was author identity, i.e., login name, gender, and
other. In [35], BiLSTM subtasks and Capsule Neural Network (Capsnet) models were used for article
content and title modeling. The UTK ML club was used to collect the dataset for the experiment. In
[36], authors proposed the framework named Embeddings from Multilingual-Encoder Transformer
(EMET). Their technique controls text input from bilingual encoder modifiers. Jiang et al. [37] used
ML classifiers, such as LR, SVM, k-NN, DT, and RF, and also used Deep Networks, i.e., CNN, GRU,
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and LSTM, for misinformation detection. Shu et al. [38] propose a verdict comment co-consideration
sub-network to achieve user comments and new article content. In [39], authors used Capsnet for short
News, and static word embedding was used for medium News on two datasets. An analytical review
with limitation of previous work is discussed in the Table 1.

Table 1: Analytical table of recent studies

Ref. Techniques Results Limitations

[2] AGNN (Attention
Graph-Neural
Network, Fast
Belief-Propagation)

They discover that the GCNN
and AGNN better when used
for new articles, with 85%
accuracy.

The results can be improved
more using more baseline
approaches with a large
dataset.

[5] K-Nearest-Neighbor
classifier

The authors present a simple
approach to detect
misinformation on social sites
by using KNNand get an
accuracy of 79%.

More classifiers can improve
the results paper only using
one classifier for the
classification.

[11] SVM, Naïve Bayes, DT The paper uses a different
machine-learning model to
classify misinformation on the
bases of Twitter data

This paper has limitations due
to the restraints set by Twitter
and its Application
Programming Interface (API).

[12] DT, RF, extra tree
classifier

The results show that ET and
RF classifiers have improved
prediction accuracy before
feature extraction than DT
classifiers.

The accuracy of different
datasets improves with large
datasets and t hyperparameter
tuning models based on
meta-heuristic algorithms.

[13] Bigram, random forest,
TF and TFIDF,
N-grams, Naive Bayes,
GLOVE, RNN

TF and TFIDF result in
similar accuracies RNN with
GloVe outperforming
quad-grams but with lower
accuracy than bi-grams and
trigrams.

Semantic features may be
joined with other linguistic
cues and metadata to expand
the detection results.

[27] Tensor factorization.
DNN

Results show this model with
the accuracy of 92.30% with
the dataset of BuzzFeed and
PolitiFact.

The dataset is minimal to
check the model results, and
the results deviate with a large
dataset.

[28] LSTM, GRU The highest accuracy achieved
by the ensemble model is
80.2%.

Need to run the model on
some other dataset to check
more reliability.

(Continued)
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Table 1: Continued
Ref. Techniques Results Limitations

[31] Neural network, NLP,
deep learning

The grover model provides
better results with a neural
network.

Generating comment
classification provides some
irrelevant comments.

[34] Pre-trained CNN The model detects automatic
medical misinformation and
achieves 91% accuracy.

Only use WordPress website
data research can be improved
by using a different dataset.

3 Dataset

The fakenewsnet dataset repository was used in this research for the experiment. We require a
larger dataset with user engagements in the form of user tweets, re-tweet, like, and replies. The data
repository provided all these features; hence we downloaded the raw form of the dataset via provided
twitter script. Afterward, the data was refined according to our requirements.

3.1 Refining Dataset

The dataset was in script format, and only script code was provided. Twitter API keys were used
to collect the dataset from Twitter. Therefore, the Python script was used to manage the dataset. The
dataset repository contains two types of data, i.e., Politifact and Gossipcop. After downloading the
datasets, they were not completing our requirements; therefore, preprocessing of the dataset was done.
The downloaded dataset contained different files and folders.

For example, an article contains sub-files and folders containing news content, user context, and
user relation files. Each article has a News content.json file, retweets folder, tweets folder, like folder,
and reply folder. Similarly, each article has user context-related folders containing different JSON files
for each user who engage with the article. All information of different users involved in tweets is stored
in the user timeline tweets folder. The folders downloaded are; News content, Tweets folder, retweets
folder, like, reply, user profiles folder, and user timeline tweets.

3.2 Finalized Dataset

To experiment on our dataset, we did preprocessing, and the downloaded dataset was not in proper
form. We removed unnecessary data from the raw dataset and combined fake and real article content.
We also combined the user engagement in the form of tweets, re-tweet, like, and replies in one .csv file.
Our finalized dataset contains the following fields (Article id, Title, Text, Tweet ID, User Id, Verified,
Tweet, Retweet, Reply, Forward, Label). The finalized dataset contains 23000+ articles with millions
of user engagement.

4 Methodology

Nowadays, we have a lot of text data on social networks, and it is difficult to read and recommend
whether it is real or fake. In Section 4, we will discuss different models and feature extraction techniques
used to predict Misinformation on social media and describe the architecture of the models. We
deployed three extraction features and different ML classifiers. Initially, we discuss the refinement
of the dataset. Then discussed, the proposed methodology in detail, i.e., context feature extraction
and information preprocessing, including feature extraction and classification.
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4.1 Models Implementation

We have used nine different models in our study: NB, Multinomial Naive Bayes, Gaussian Naive
Bayes, DT, K-NN, LR, GB, SVM, and RF, for the Misinformation classification. We used differ-
ent bagging and boosting techniques to check different model performances with hyperparameter
changes.

4.2 Evaluation Measure

For the results, we generate a classification report in our study, and the evaluation measures
include accuracy score, F1-score, precision, and recall on both content and context results. All the
above measurements are used for the model results evaluations.

4.3 Testing & Training Dataset

The training dataset is downloaded from Twitter (details mentioned in Section 3). After pre-
processing, all the News datasets used for training contain 23000+ articles; the division is shown
in Table 2. Two datasets used for this experiment have fake and real articles with millions of user
engagements. To analyze the proposed methodology, two distinctive datasets are used. The motivation
to utilize two datasets is that each dataset has its challenges which assist us with analyzing the proposed
methodology better. The dataset is divided into training and test cases, 67% is used to train the models,
and 33% is used to test the proposed model.

Table 2: The articles dataset division

Training set 15410 articles
Testing set 7590 articles

4.4 Context Features Extraction

For context features, we calculate user credibility based on user engagement with real and
misinformation. We calculate the user credibility score for every user engaged with articles based on
article tweets, retweets, likes, and replies. As discussed below:

• If the user engages in real articles, their score increases by 0.1.
• If the user retweets the article, their score increases by 0.2.
• If the user liked the article, then their point increased by 0.1.
• If the user replies the article, then their point increase by 0.1.
• If a user tweets a fake article, their point increase by 0.1.
• If retweets the fake article, their point increase by 0.1.
• If, like the fake article, their point increase by 0.1.
• If the user replies the fake article, their point increase by 0.1, and so on.

Some users lay among strong, credible, and non-credible users. The strong, credible users are
shown with the green color, credible users (who were engaged with most of the real articles) are shown
with gray color, and non-credible users are shown with dark gray color. High-credible users are less
likely to spread misinformed data, and less credible users are more likely to spread misinformation [40].
In our research, we observe that 54.3% of users are strongly credible, 15.4% of users are credible, and
30.3% are not credible, as shown in Table 3. This reveals that the user context is a significant feature
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for the classification of real and misinformation. After identifying the credibility of users, we combine
these features with News content and classify real and misinformation as shown in Figs. 1 and 2 (i.e.,
Fig. 2).

Table 3: Percentage of user credibility score

Strong credible 54.3%
Credible 15.4%
Non-credible 30.3%

4.5 Input Preprocessing

The dataset repository contains two sub-datasets which include 23000 articles from different
publications. In our research, we used different content files containing the title and description of
an article. Initially, we preprocessed to clean the websites’ text, email addresses, and punctuation and
converted the text into lowercase. Then, we used the function that removes all stop words from the
text. Afterward, we used the data from the content and text columns because other columns were not
required. The next step was to tokenize the words, which is a process to make the text a useful word.
After preprocessing, we did feature extraction to extract useful features for classifiers.

4.6 Feature Extraction

In ML or NLP, to solve any text base problem, it needs to convert into a form that can be
demonstrated. The ML models do not work with raw datasets, and the text needs to be converted
into numbers to apply classification. This type of text conversion is called text classification. We used
different techniques to extract valuable features in content.

We use different Bag Of Words (BOW) techniques for feature extraction for our model. BOW is
a popular method used for feature extraction on the content dataset. We can characterize a verdict as
a BOW vector. We first build a vocabulary from all unique words in the dataset, take each of them,
and mark their existence. We used N-gram because our dataset is very large, and the vocabulary size
increased. The corpus is very large, and the length of the vector contains many positions; hence to
decrease vocabulary, we converted the data to the vocabulary of grouped words by using N-gram. This
allows the BOW to capture a bit more meaning from the document. We used three different feature
extraction methods HV, CV, and TF-IDF. TF-IDF [41] is the calculation of the dot product of TF,
and IDF, TF is the counting of the occurrence of the word in the current article, and IDF Illustrations
how a term is relevant. It is a marking of how infrequent the word is across the article. CV [42] is used
to alter a group of text documents to a vector of term token counts. HV is a well-organized way of
mapping terms to features, every token straight map to a column location in a matrix.

4.7 Machine Learning Classifiers

We used nine ML classifiers to check their performance on two different datasets and three
different feature extraction models. The NB classifier assumes that the occurrence of a specific word
or feature in a class is unconnected to the occurrence of any other word or feature. We used three
variants of NB and Multinomial Naive Bayes. The NB classifier calculates each label probability for a
given example and results from the label with the highest chance. Gaussian Naive Bayes [43] assumes
that each class is generally distributed and supports continuous values. The algorithm supports a solid
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hypothesis that analyses should be independent of each other. We also used K-NN because it is an
essential algorithm for classification problems KNN algorithm assumes that similar things are near
each other. KNN imprisonments the idea of comparison, occasionally called proximity, distance, or
closeness. We used LR [44] because it is quite fast and related to other classification methods, giving
the best results when the dependent variable is binary. The DT [45] was used because it works based on
a decision with a set of rules like humans make to solve a different problem. We used entropy values 0
to 1; for Gini impurity, the value was from 0 to 0.5. For node split, we used splitter value to best split,
and for maximum depth of the tree, we used max depth. To perform ensemble-level tasks, we used RF,
which contains many of the DTs. It’s a fast process and has been proven successful in various fields. To
best split a node, we used sklearn, provided max feature hyperparameters and used min sample leaf to
regulate the minimum number of leaves required. We also explored the boosting technique and used
Gradient Boosting [45] to combine different weak learners to improve the classification results.

The main idea of gradient boosting is to fit a new predictor to the error made by the previous
classifier. We set n-estimators to 100 for boosting stages and changed different numbers in max depth
to limit the number of nodes. SVM was also regularly used in classification difficulties, and we tested
this to improve our results.

5 Experiments

We used to refine the fakenewsnet dataset and get data according to over requirements, as
mentioned above in Sections 3.1 and 3.2. We used the columns from our dataset, i.e., Articles ID,
Articles Title, Articles Text, and User credibility score label, as mentioned in Section 4.4.

We executed the ML mentioned above algorithms on our refined custom dataset to classify real
and misinformation based on article content and user context. We started with input preprocessing
with the help of Tokenization and stop word removal. Afterward, we used three different feature
extraction techniques to get better features for our model. We extracted features using N-Gram, such
as Unigram n = 1 after bigram n = 2, then progressively enlarged n by n = 3. Moreover, the individual
n value was verified with a diverse number of features. We divide our dataset into 67% for training
and 33% for testing. The different classifiers were used to create a learning model then these models
were used to classify the labels allotted to testing data. Research outcomes were then analyzed and
presented. We picked 23000 articles from our custom-created dataset with the help of the fakenewsnet
data repository.

6 Results

We used three different feature mining approaches, TF-IDF, count vectorizer, and hashing
vectorizer (described earlier), and diverse the number of the N-Gram from n = 1 to n = 3. Tables 4 to
12 shows the obtained results. In the obtained results according to our experiments, we observed that
TF-IDF performs overall good results with all ML classifiers, but the count vector feature extractor
provides better results with the DT, LR, RF, and GB. The maximum accuracy was with CV and RF
on the PolitiFact dataset as 93.4%. Also, with the increase of N-gram, the system’s accuracy declines.
The lowest accuracy of 44.7% was achieved with Gaussian NB, as shown in Fig. 3.
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Table 4: Results of multinomial NB

Results TF-IDF Count vect. Hashing vect.

Gossip cop dataset

Accuracy 0.86% 0.81% 0.79%
Precision 0.85% 0.74% 0.72%
Recall 0.74% 0.79% 0.77%
F1-score 0.77% 0.75% 0.73%

Politi fact dataset

Accuracy 0.87% 0.83% 0.82%
Precision 0.88% 0.83% 0.82%
Recall 0.86% 0.84% 0.83%
F1-score 0.87% 0.83% 0.82%

Table 5: Results of gaussian NB

Results TF-IDF Count vect. Hashing vect.

Gossip cop dataset

Accuracy 0.75% 0.54% 0.44%
Precision 0.70% 0.62% 0.57%
Recall 0.77% 0.67% 0.59%
F1-score 0.71% 0.54% 0.44%

Politi fact dataset

Accuracy 0.66% 0.68% 0.56%
Precision 0.67% 0.74% 0.54%
Recall 0.62% 0.72% 0.54%
F1-score 0.62% 0.69% 0.54%

Table 6: Results of bernoulli NB

Results TF-IDF Count vect. Hashing vect.

Gossip cop dataset

Accuracy 0.83% 0.83% 0.81%
Precision 0.75% 0.75% 0.74%
Recall 0.77% 0.77% 0.75%
F1-score 0.76% 0.77% 0.74%

Politi fact dataset

Accuracy 0.68% 0.68% 0.65%
Precision 0.74% 0.74% 0.70%
Recall 0.72% 0.72% 0.68%
F1-score 0.69% 0.69% 0.66%
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Table 7: Results of logistic regression

Results TF-IDF Count vect. Hashing vect.

Gossip cop dataset

Accuracy 0.87% 0.83% 0.82%

Precision 0.86% 0.75% 0.74%
Recall 0.75% 0.75% 0.75%
F1-score 0.79% 0.75% 0.74%

Politi fact dataset

Accuracy 0.88% 0.89% 0.85%
Precision 0.89% 0.89% 0.85%
Recall 0.87% 0.90% 0.86%
F1-score 0.88% 0.90% 0.86%

Table 8: Results of gradient boosting classifier

Results TF-IDF Count vect. Hashing vect.

Gossi pcop dataset

Accuracy 0.86% 0.87% 0.85%
Precision 0.86% 0.87% 0.84%
Recall 0.73% 0.75% 0.71%
F1-score 0.77% 0.79% 0.75%

Politi fact dataset

Accuracy 0.87% 0.89% 0.86%
Precision 0.89% 0.91% 0.87%
Recall 0.86% 0.89% 0.85%
F1-score 0.87% 0.89% 0.85%

Table 9: Results of random forest classifier

Results TF-IDF Count vect. Hashing vect.

Gossip cop dataset

Accuracy 0.87% 0.87% 0.86%
Precision 0.87% 0.87% 0.87%
Recall 0.75% 0.75% 0.70%
F1-score 0.79% 0.79% 0.74%

Politi fact dataset

Accuracy 0.90% 0.93% 0.91%
Precision 0.91% 0.94% 0.91%
Recall 0.90% 0.90% 0.91%
F1-score 0.90% 0.90% 0.91%
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Table 10: Results of decision tree

Results TF-IDF Count vect. Hashing vect.

Gossi pcop dataset

Accuracy 0.80% 0.80% 0.79%
Precision 0.71% 0.72% 0.70%
Recall 0.72% 0.73% 0.71%
F1-score 0.72% 0.72% 0.70%

Politi fact dataset

Accuracy 0.81% 0.83% 0.81%
Precision 0.81% 0.84% 0.81%
Recall 0.80% 0.83% 0.80%
F1-score 0.80% 0.84% 0.80%

Table 11: Results of KNN

Results TF-IDF Count vect. Hashing vect.

Gossip cop dataset

Accuracy 0.84% 0.83% 0.82%
Precision 0.80% 0.78% 0.75%
Recall 0.70% 0.68% 0.67%
F1-score 0.73% 0.71% 0.70%

Politi fact dataset

Accuracy 0.76% 0.71% 0.69%
Precision 0.79% 0.71% 0.69%
Recall 0.74% 0.72% 0.69%
F1-score 0.75% 0.71% 0.69%

Table 12: Results of SVM

Results TF-IDF Count vect. Hashing vect.

Gossipcop dataset

Accuracy 0.87% 0.86% 0.86%
Precision 0.87% 0.86% 0.86%
Recall 0.76% 0.71% 0.71%
F1-score 0.79% 0.75% 0.74%

Politifact dataset Accuracy 0.89% 0.73% 0.73%
Precision 0.90% 0.78% 0.76%
Recall 0.90% 0.76% 0.73%
F1-score 0.90% 0.73% 0.77%
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Figure 3: Best accuracy of classifiers

7 Discussion

We have compared our results with previously proposed ML and Neural Network Models
methods. The comparison is made with the following models, i.e., [5], Echofaked [27–29,34,38]. Some
of the methods used content, and others used content with context features. While in the context
methods, the authors used only one feature, i.e., “share an article.” Our model uses both information,
i.e., content and user context; furthermore, we add additional features to user context and predict
user credibility based on the reply, tweets, re-tweets, and likes of content. As we analyzed in the
literature review, some authors worked on the contents and user engagement. While the other authors
experimented on text features, for example, contents, user comments, and tweets, the remaining study
focuses only on content, for example, [4,8,11,13,15,24,28,29,35] to detect the misinformation. In [8],
the authors used different datasets, but results vary on the same classifier; for example, their KNN
classifier gives 83% accuracy on a dataset but on another dataset, it is 28% accuracy. Hence our
classifier provides nearby results, i.e., KNN provides 84.3% accuracy on one dataset while on the
other, it is 80.0% accuracy. Some of the comparison results are briefly discussed below and shown in
Table 13.

• In [11], the authors analyzed tweets using a random forest. They achieve 84.0% accuracy, while
our random forest model archives 93.4%.

• In [12], the authors analyzed content features using the decision tree ensemble model and
archives 44.15% accuracy on the lair dataset, while our model with the decision tree achieves
83.9% accuracy.

• In [15], the authors used NB classifiers to analyze content features. They achieve 74.3%
accuracy. In comparison, our model with the NB technique achieves 87.5%.

• In [24], the authors used SVM and NB. They achieved an accuracy of 73% in NB and 92% using
SVM. In comparison, our model’s accuracy using SVM is 89.8%, and NB classifiers archives
87.5% accuracy.

• Some of the studies focus on News content and user feature, for example, [5,7,16,27] for
misinformation detection.



CMC, 2023, vol.75, no.2 2935

o In [5], the authors used content and context features and archives with 78% accuracy
with boosting algorithm, while our GB model achieved 89.8% accuracy.

o In [27], authors used content and context features with a deep neural network and
achieved 92.3% accuracy with only 280 articles. We used 2300+ articles and reached
93.4% accuracy with ML. The experiment results of all the methods are shown in
Table 13.

Table 13: Different method performance

Ref. Methods Features Dataset Accuracy

[5] KNN Both content with
context

Buzz feed 79%

[27] Tensor factorization DNN Both content with
context

Politifact and buzz feed 92.3%

[28] CNN, LSTM Content F-NAD 80%
[29] TF-IDF, LSVM Content Kaggle 92%
[34] Pre-trained CNN Content PubMed 91%
[38] DNN Content PolitiFact & GossipCop 80%
Our Count vectorization &

random forest
Both content with
context

Politifact and GossipCop 93.4%

Our accuracy increased because we used different hyper-parameters to implement these models.
We added various features, for instance, and calculated user credibility with respect to user engagement
with various real and misinformed articles.

8 Conclusion & Future Work

With the growth of social media, many people get daily updates from social media instead of old
News media. A social network is used to spread misinformation, specifically affecting individual users
and societies. In this research, we classify misinformation into information content and context. The
content of misinformation is gathered from text of the article, and context is collected from social
engagement, such as a tweet, retweet, like, and reply to an article. For classification, we used three
feature extraction techniques, i.e., HV, CV, and TF-IDF. After feature extraction, we applied nine
different ML classifiers. To evaluate the performance of our model, we used a Fakenewsnet data
repository and created a dataset according to the requirement of content and context. We calculated
the user credibility from user engagement with the content of articles. Then we combined both
features for classification. The dataset contains 23000+ articles with millions of user engagements.
Experimental results acquired using the misinformation datasets prove that content and context
features are required to identify misinformation on social media. Our proposed method has enhanced
the classification result in terms of accuracy and F1-score related to existing methods, as discussed in
tables from Tables 4 to 12, Section 6.

We used three feature extraction techniques with nine different machine-learning classifiers. We
found that the TF-IDF with the tri-gram count is better for feature extraction with Multinomial NB,
Gaussian NB, Bernoulli NB, KNN, and SVM achieved an accuracy of 87.5%, 75.7%, 83.0%, 84.3%,
and 89.8% respectively. The CV provides better accuracy on LR and DT, respectively. The highest



2936 CMC, 2023, vol.75, no.2

accuracy score is 93.4%. The proposed model achieves its highest accuracy using CV features and
an RF classifier. Our finding shows that user engagement is significant for misinformation detection;
almost 30.3% of users share only fake articles, and 15.4% of users share both fake and real articles; this
proves that user expectations are essential for misinformation detection, as shown in Table 3 Section
4.4. In the future, we will add more features to the social context and analyze the features using ML and
DL techniques. The model will be more efficient if we divide the testing techniques on the combined
geographic area over time feature with content and context features.
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