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Abstract: The Internet of Things (IoT) inspires industries to deploy a massive
number of connected devices to provide smart and ubiquitous services to
influence our daily life. Edge computing leverages sufficient computation and
storage at the edge of the network to enable deploying complex functions
closer to the environment using Internet-connected devices. According to the
purpose of the environment including privacy level, domain functionality,
network scale and service quality, various environment-specific services can
be provided through heterogeneous applications with sensors and actuators
based on edge computing. However, for providing user-friendly service sce-
narios based on the transparent access to heterogeneous devices in edge com-
puting, a consistent interface shall be provided to deliver services from edge
computing to clients. In this paper, we propose transparent computing based
on virtual resources to access heterogeneous IoT devices without considering
the underlying network configuration at the edge of the networks. For sup-
porting transparent access to different edge computing environments through
a consistent interface, the virtual resource of edge gateway is proposed to
bridge the Internet and devices which are deployed on the edge of the network.
The proposed edge gateway exposes the services of the Internet of Things
devices to the Internet using virtual resources that represent the resources of
physical devices. The virtual resources provide a consistent interface to enable
clients to access devices in edge computing without considering underlying
protocols. The virtual resource is generated by the resource directory in
the edge gateway through the registration of a device. Based on the device
registration, the device information is stored in the gateway to link virtual
resources and devices for translating messages according to the destination
protocols and identifying physical devices that are represented by virtual
resources. Moreover, through collaboration with the service provider, the
function of device discovery and monitoring is provided to clients.
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1 Introduction

Internet of Things (IoT) is an emerging industrial paradigm that is comprised of a massive
number of connected devices to enable developing intelligent and autonomous systems in various
industrial domains such as factories, farms, buildings, cities, education, energy and healthcare. As
expected, the Internet-connected devices had surpassed the human population 10 years ago, and are
increasing rapidly to be deployed around our daily life for providing sensing and actuating services
ubiquitously [1]. These devices are deployed with constrained power supply, processor, storage, and
network capability in a small size of equipment based on various technology providers [2,3]. Therefore,
hardware limitation and heterogeneity are challenges for the increasing number of devices to provide
seamless and intelligent services based on sufficient computation results [4–6]. For the limitation and
heterogeneity of IoT devices, cloud computing can be a solution to be easily accessible and handle the
massive IoT data which is generated by the amount of IoT devices [7–10]. Nevertheless, the network
bandwidth and computation load are not sufficient to support a low-latency delivery of data between
IoT devices and cloud platforms [11]. Therefore, bringing the computation and storage closer to the
environment is important for supporting the constrained devices to process massive data immediately.

Edge computing has the potential to deploy computation and storage to the edge of the network
for enhancing the performance of IoT devices to provide various services as well as improve data safety
and privacy of the environment where the devices are deployed [12–14]. Edge computing expands the
cloud to the network edge to improve the overall IoT infrastructure efficiency such as scalability, multi-
tenancy, security, privacy, and flexibility [15]. As an intermediate layer between IoT and cloud, edge
computing plays a crucial role to delivers the data between IoT devices and the Internet-connected
elements such as clients and service providers for data visualization, computational offloading, data
storing and retrieving, and device management [16–18]. According to characteristics of the edge layer,
the element in this layer can be designed to assist cloud servers and IoT devices to extend the ability
of computing, storage and networking for providing a sufficient computation in the network edge
with low latency and high reliability [19–23]. The edge gateway is a device that includes processor,
storage, and network modules to provide the function of computation and communication. Base
on the characteristics of an edge gateway, that serves at the entry of edge computing for providing
services to entities including web clients, cloud servers and IoT devices on the Internet as well as local
networks [24–26]. For IoT systems, the edge gateway is deployed with IoT devices to provide sensing
and actuating services to the Internet. The IoT services are exposed to the Internet through the edge
gateway instead of heterogeneous IoT devices. Therefore, gateways can be developed to provide a
consistent interface for handling requests to IoT devices.

Heterogeneity of devices in IoT is a challenge that requires an IoT client to install a corresponding
communication approach for accessing the IoT device. Furthermore, for developing IoT entities
to support management and communication, many solutions are proposed including protocols,
frameworks, and specifications to implement applications and services [27]. However, the edge
gateway can be deployed in the entry of edge computing to forward requests to the IoT devices
based on translating the request messages to achieve transparent access without any configuration
of communication settings on the client side [28,29]. Moreover, deploying the edge gateway can
provide protocol translation, registration, discovery, management, and other major functions through
interacting with elements in inside and outside of edge computing [30,31]. Therefore, accessing services
of the edge gateway enables clients to achieve transparent access to IoT devices based on flexible and
extendable characteristics of the edge gateway.
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For supporting transparent access to heterogeneous IoT devices, in this paper, we propose an edge
computing architecture based on virtual resources in the edge gateway to provide IoT services instead
of IoT devices. Using the edge gateway in the entry of network edge, IoT services are delivered to
clients through the proposed virtual resources which represent the resources of IoT devices such as
the function of sensing and actuating. Therefore, virtual resources provide a consistent interface to
clients to achieve transparent access to IoT devices in edge computing without considering underlying
protocols. For generating the resources in the edge gateway on runtime, the resource directory provides
the registration service to IoT devices. Through the device registration, the device information is used
for mapping virtual resources and actual resources of the physical device. The virtual resources are
exposed to the Internet to provide IoT services to web clients using a consistent interface. Clients access
the virtual resources that bridge the client requests to the actual resources through translating messages
according to the destination protocols. Also, through the IoT service provider, IoT services of edge
gateways can be delivered to IoT clients based on the integration of other content using external APIs.

For developing the proposed edge computing architecture, IoT client, IoT service provider,
edge gateway and IoT device are implemented. For implementing the communication between edge
gateway and IoT device, Open Connectivity Foundation (OCF) is used which adopts the Constrained
Application Protocol (CoAP) as the default protocol to provide services based on Representational
State Transfer (REST) APIs [32]. The virtual resources provide services using Hypertext Transfer
Protocol (HTTP) through translating the request and response messages between the Internet and IoT
devices. Through the IoT service provider, map-based visualization is provided to IoT clients based on
calling Google Map APIs, and multiple User Interfaces (UIs) are provided to presents information of
virtual resources and sensing data.

The rest of the paper is structured as follows. Section 2 introduces the related works regarding
IoT and edge computing frameworks including protocols, platforms and gateway solutions. Section 3
presents the proposed edge computing architecture, scenarios and methodologies. Section 4 presents
the implementation details and results for the proposed gateway-centric IoT system including IoT
clients, IoT service provider, edge gateway and IoT device. Section 5 presents the experimental results
based on the implementations of proposed scenarios. Finally, we conclude this paper and introduce
our future directions in Section 6.

2 Related Works

Many IoT frameworks have been proposed to provide intelligent, real-time and autonomous
services in various industrial domains such as smart residential buildings, automatic production
lines, and optimized greenhouses through interacting with heterogeneous connected devices. For
communicating with connected devices, MQTT, AMQP, CoAP and RESTful HTTP are the most
commonly used IoT protocols [33–35]. Therefore, the IoT platforms need to support multiple
protocols. The oneM2M provides scalable and interoperable IoT standards to build a single horizontal
service platform including the function of communication, management, storage and service [36].
Akasiadis et al. proposed an IoT platform that involves implementations of protocols in the server to
support communications for multiple protocols [37]. However, an IoT platform based on a standalone
server including many functions which is too heavy to deploy on the local environment for bridging
the Internet and private space. Zamora-Izquierdo et al. proposed a flexible IoT platform using a three-
tier open-source software platform at local, edge and cloud planes for deploying low-cost devices
close to the environment [38]. The Lightweight M2M (LWM2M) and IoTivity are IoT frameworks to
implement IoT applications that are proposed by Open Mobile Alliance (OMA) and OCF separately
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[39,40]. These frameworks support communications through request and response transaction models
based on CoAP that is used for constrained devices [41–43]. Therefore, these light-weight frameworks
are enabled to be deployed close to the environment for supporting computational functions and data
storage. However, a cloud-level service provider based on high-performance is required for proving
various services to web clients such as visualization, management, and other integrated services.

Due to process the increasingly generated data and service requests at the edge of the networks,
efficient computing solutions are proposed such as global edge [44], cloudlet [45], and fog computing
[46] for bringing the computation to the environment where the data is generated and used. Global
edge is proposed to provide an IoT platform architecture including multiple layers to reduce bandwidth
costs through deploying between devices and cloud. Cloudlet is comprised of computers and abundant
resources in a network to provide trust services through the service provider in a mobile device
[47,48]. Satyanarayanan et al. proposed an open ecosystem for mobile-cloud convergence using the
architecture of cloudlets for deploying a service provider to a mobile device that provides multiple
services [49]. Fog computing is a local cloud computing platform to provide computation, storage and
management service at the network edge based on distributed computing nodes [12]. Edge computing
performs the computation and storage at the network edge for deploying devices close to the users to
provide various services based on integrated multiple functions. The architecture of edge computing is
proposed to satisfy key requirements such as scalability, multi-tenancy, security, privacy, and flexibility
for novel IoT applications to provide ubiquitous and autonomous services [15]. The edge gateway
is a middle layer element between IoT devices and cloud servers to enable characteristics of edge
computing [20,21,24]. Through an edge gateway, the device resources are exposed to the Internet to
enable accessing functions of sensing and actuating.

The edge gateway is deployed in the entry of the network edge that bridges IoT devices and the
Internet to enable heterogeneous functions such as real-time sensing and actuating, computational
offloading and transparent access. Mobile edge computing (MEC) is proposed to bring data service
and cloud computing to the edge of a network to enable computational offloading and mobility
management [50]. Industrial Internet Consortium (IIC) performs edge computing in a large-scale
domain based on the layer of edge, platform and enterprise [51]. IIC considers the enterprise layer
as an important element to handle the application process such as decision support systems, end-
user interfaces, and operations management. Similar to GE, IIC deploys the most functions on the
cloud. EdgeX framework is proposed for deploying management of device, data, and network on
the edge gateway based on multiple server modules that provide microservices to allows services to
scale up and down [52]. Using the EdgeX framework, an edge gateway can be satisfied to support
flexible maintenance, sufficient performance and secure communication. However, deploying various
microservice server modules to provide many functions including security and UIs in the edge gateway
requires sufficient power supply, network bandwidth, and computing ability. Moreover, integrating
data is difficult through the standalone management servers.

3 Proposed Edge Computing Based on Virtual Resources
3.1 Gateway-Centric IoT Architecture for Edge Computing Based on Virtual Resources

The proposed IoT architecture involves multiple edge computing environments that are operated
based on edge gateways to expose the functions of IoT devices using virtual resources on the Internet.
Based on virtual resources, IoT devices are accessed transparently from heterogeneous environments.

Fig. 1 presents the overall architecture of the proposed gateway-centric IoT system that is
comprised of the Internet and network edges. In the proposed network edge, the edge gateway is
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an entry that provides sensing and actuating services to the Internet instead of IoT devices through
virtual resources. With IoT devices, the edge gateway is deployed close to an environment where can be
residential buildings, factories, and greenhouses to enable edge computing for proving heterogeneous
domain-specific services. Through the edge gateway, web clients can access the edge of networks to
collect sensing data, control actuators and deploy various scenarios for autonomous and intelligent
tasks. Also, the request and response messages can be improved for the needs of both sides based on
a further process in the edge gateway, such as translating request and response messages of virtual
resources for heterogeneous IoT devices which have different communication protocols.

Figure 1: Proposed gateway-centric IoT system based on edge computing

For providing services to clients through the Internet, the IoT service provider is proposed to
bridge users and edge computing based on an integrated visualization approach. The IoT service
provider provides UIs to IoT clients based on web pages for visualizing data well-formatted form and
presenting the information of edge computing on the map through calling map APIs from external
web service providers. Using IoT clients, IoT devices are accessed by users. However, the visualized
information represents the resources of IoT devices using virtual resources that are hosted in the edge
gateways in heterogeneous edge computing environments.

Fig. 2 illustrates an IoT hierarchical architecture to present functionalities of the proposed IoT
system through functional blocks in four layers including a layer of device, edge, service and client. The
device layer includes IoT devices to provide sensing and actuating services using IoT resources. IoT
resources are used for handling requests to enable interacting with the physical world using sensors
and actuators. However, the functions of sensors and actuators are exposed through the resources
of IoT devices that are constrained and heterogeneous. The edge layer enables access to the device
layer through the edge gateway that is comprised of virtual resources and gateway functions. The
edge gateway is deployed in the entry of network edge to provide services using virtual resources to the
Internet instead of IoT devices. Based on the gateway functions, registration, discovery and monitoring
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are supported through interacting with both sides of the gate. The service layer includes the IoT service
provider to provide services to IoT clients for presenting the information of IoT resources to the users.
The IoT service provider calls the APIs from external web servers to provide enhanced user experiments
such as displaying IoT nodes on the map. Through interacting with edge gateways, the IoT service
provider provides visualization, control and monitoring using stored and real-time data. Base on the
provided information from the IoT service provider, the client layer presents UIs to the users including
information on virtual resources, data visualization, and map-based node locations.

Figure 2: Proposed IoT hierarchical architecture

3.2 Edge Computing Management Scenario for Transparent Access

For supporting the transparent access to IoT devices through the proposed edge gateway, the
management of IoT devices are proposed to provide registration, discovery, monitoring and access
transparently. Fig. 3 depicts the sequence of registering and discovering IoT devices in the proposed
IoT system. An IoT device can have one or multiple resources to provide various functions for sensing
and actuating.

Figure 3: Registration and discovery of IoT device based on virtual resource

An edge gateway is also a device to provide multiple services using the resources that expose the
services to the Internet and IoT devices through the same protocol or various protocols. IoT device
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and edge gateway configure and initialize the resources based on the deployed profile. Then, the IoT
device discovers the registration service that is provided by RD in an edge gateway. Once the RD is
found, the IoT device sends the device information to the RD for registering itself. The registering
information includes resources information of the IoT device that is used for generating the virtual
resources in the edge gateway. The IoT service provider saves the information of virtual resources to
the database. The virtual resources are exposed to the Internet for being discovered by IoT clients.
Through the registration process, the IoT resources are represented to the Internet for the discovery
by IoT clients. IoT clients can access the IoT resources by accessing the edge gateway. The proposed
edge gateway provides observation and notification mechanisms to collect the sensing data and device
status from the discovered IoT devices.

Fig. 4 depicts the sequence of event observation and notification for monitoring an IoT device
based on an edge gateway. The presented resource to an IoT client is a virtual resource that is provided
by an edge gateway. The IoT client can discover the virtual resource and activate the monitoring
function by sending a command to the edge gateway. Then the edge gateway retrieves the IoT resource
from the resource map that is inserted by the registration process. Using the retrieved information,
the edge gateway defines the request message, and sends to the IoT device to enable the observation
of an IoT resource. Once the resource is observed successfully, the IoT service provider updates the
observation status of the virtual resource, and presents to the IoT client. For notifying sensing data
and status, the IoT client updates the presented information by requesting data from the IoT service
provider periodically. The IoT device sends the updated data with the device ID and resource URI
to the edge gateway, and the edge gateway updates the information based on the virtual resource to
send to IoT service provider. The IoT service provider receives gateway ID, resource URI, and data,
in which, the resource URI is used for identifying the virtual resource.

Figure 4: Event observation and notification for IoT device monitoring



4990 CMC, 2023, vol.74, no.3

Fig. 5 depicts the sequence of IoT resource access by an IoT client transparently based on a
virtual resource. For delivering a request message to the IoT device, the IoT client sends the message
to the IoT service provider, and the message is sent to the edge gateway. Then, the virtual resource
handles the message for forwarding to the destination IoT resource. For translating the message
from the original protocol to the destination protocol, the edge gateway retrieves the information
of the destination IoT resource from the resource map, and translates the message. Then the resource
generates a new message for properties for the destination protocol. Using the new formatted message,
the edge gateway requests to the IoT device, and forwards the response message to the IoT client by
setting the response message to the payload of the response message which is paired with the request
from the IoT service provider. In this interaction, IoT client and IoT service provider are deployed on
the Internet, which communicates through the public network. The IoT device is deployed in the local
network, that is not enabled to access by the public network. The edge gateway is deployed in the entry
of a local network, that has a public IP to enable communication with IoT service provider and IoT
device.

Figure 5: IoT resource transparent access based on virtual resource

3.3 Proposed Methodologies for Edge Computing Management

In detail, IoT service provider and edge gateway include resources and functions to provide
services for registration, discovery, monitoring and transparent access.

Fig. 6 illustrates the functional structure of the edge computing management including proposed
characteristics. The IoT service provider is an element on the Internet, that is a server to be deployed
with a public IP for providing services to IoT clients and edge gateways. The server provides the
function of messaging, discovery, registration, monitor through web services. The discovery function is
used for providing information of virtual resources to the IoT clients. The registration function is used
for registering virtual resources to the IoT service provider. The discovery and registration functions
interact with the database of IoT service provider to save and retrieve information of virtual resources.
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The monitor function is used for providing data collection services to IoT clients through interacting
with an edge gateway. The messaging function is used for delivering requests from IoT clients to edge
gateways. In the network edge, multiple IoT devices can be deployed with multiple actual resources.
Through the registration service, the edge gateway can have multiple virtual resources that are used
for representing the actual resources to the Internet.

Figure 6: Functional structure of the proposed edge computing management in gateway-centric IoT
network

The edge gateway includes virtual resources to provide transparent access based on the message
translator. An IoT device includes resources that are registered to the edge gateway by the RD. The RD
is used for providing the actual resource information to message translator and IoT service provider.
The observation and notification functions set up the notification configuration to IoT devices by
retrieving an actual resource by a virtual resource. Once the event is updated for the actual resource,
the IoT device sends the updated data to the edge gateway and sends it to the database through the
monitor function of IoT service provider.

Fig. 7 illustrates the functional structure of monitoring the IoT resources through the function of
observation and notification. The IoT client requests to the monitor service of IoT service provider
that sends a command to the IoT device through/observe resource of the edge gateway. Then, once the
event data is updated in the resource of IoT device, the notifier sends to the data to the/notify resource
of the edge gateway. Using the data service, the IoT service provider inserts the data to the database.
The IoT client updates the UI by requesting the data service periodically, and the data service reads
the data from the database.

Fig. 8 illustrates the functional structure of transparent access. The edge gateway provides sensing
and actuator services to web clients based on virtual resources. Through the registration process, the
edge gateway generates virtual resources using the virtual resource handler. The handler supports
method of GET, POST, PUT, DELETE to handle requests through the virtual resource. Each method
calls the message translator that uses the mapping table and Device client to generate the request to
the IoT device. In this case, the IoT device is developed using the IoTivity and HTTP protocols for



4992 CMC, 2023, vol.74, no.3

providing IoT services. For other protocols, message translator can use other libraries to generate the
request. The mapping table links URI of virtual resources to the IoT resources. The message translator
retrieves the destination resource information using the URI of a virtual resource.

Figure 7: Functional structure of monitoring using the proposed edge gateway

Figure 8: Functional structure of transparent access using the proposed edge gateway

4 Implementation Details

For presenting the transparent access based on virtual resources in gateway-centric edge comput-
ing, the IoT service provider, edge gateway, IoT device are developed and deployed.

The applications of edge gateway and IoT device are developed in Android, that are separately
deployed on a device of Raspberry Pi 3 Model B based on Android Things 1.0 using SDK API
Level 28. The edge gateway application includes Jetty 9.1.0.v20131115 to implement the HTTP server
for providing services to the IoT service provider and Volley 1.1.0 to implement the HTTP client to
access the IoT service provider. For experimenting the multiple protocols using the IoT device, the IoT
resources are developed in IoTivity and HTTP to provide sensing and actuating services. Therefore,
the edge gateway includes IoTivity 1.3.1 and Volley to implement the IoTivity and HTTP client to
communicate with the IoT devices. The IoT device is developed for IoTivity and HTTP network
environments based on IoTivity and Jetty libraries to implement the servers and calls the bmx280
library to use sensors in the Android Things platform.

The IoT service provider is deployed on a Windows 10 system using JDK 8 and Tomcat to run the
server for providing HTTP services to edge gateways IoT clients. The IoT service provider application
includes Spring Framework 4.3.3 to implement the server application, and call MyBatis library to
interact with the MySQL database. The Commons File Upload 1.3.1 library is used for providing file
upload service to create the plan of an indoor map. Apache HTTP Client 4.5.3 library is used for
accessing edge gateways. The IoT client is implemented for Google Chrome 77 in Windows 10 system.
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Nevertheless, the application can run on any web browsers including mobile phones. The jQuery 3.1.1
and Bootstrap v3.3.7 libraries are used for implementing the IoT client.

Fig. 9 shows the implementation scenario and components of the proposed IoT. The IoT device
includes temperature and pressure sensor for collecting data from the environment, and fan actuator
for changing the parameters of the environment. For these sensors and actuator, the IoT device provide
resources to access these functions. The hosted resources are/temperature, /pressure, and/fan. Through
the registration, the edge gateway generates virtual resources/vr/jnu-mcl-423-001/temperature, /vr/jnu-
mcl-423-001/pressure, and/vr/jnu-mcl-423-001/fan. These virtual resources are exposed to the Internet
where the IoT client can access through the IoT service provider. The IoT service provider is a server
that provides the information of gateway and resource, sensing and actuator status data, and indoor
map and location of gateway and resource based on map-based visualization. The IoT service provider
provides UIs to the IoT client for visualizing data, forms, map to the users. With the UIs, the IoT
service provider provides the outdoor map through calling map APIs from Google Map API server.

Figure 9: Implementation scenario and components of the proposed IoT architecture based on virtual
resources of edge gateway

The IoT client is operated through a web browser that provides information of edge gateways
on a list. Based on the registered information of edge gateways, the IoT service provider provides
the search service using keywords that are used to retrieve edge gateways from the database. Once an
edge gateway is clicked from the list, the IoT client presents detail information of the edge gateway
that includes a list of virtual resources. In the virtual resource list, each item provides a button for
presenting an UI to access the virtual resource. Fig. 10 shows the implementation result of monitoring
resources that are included in the edge gateway as virtual resources to represent actual resources of
IoT devices. Therefore, using these virtual resources to access the actual resources of IoT devices. The
implemented IoT device includes resources of temperature, pressure, and fan that are represented in
the edge gateway as virtual resources and identified by URIs. Through accessing the detail page of a
virtual resource, the monitoring function is provided for the virtual resource of temperature, pressure,
and fan. For the monitoring function of sensors, the page displays the sensing data of the sensor by
requesting the corresponding resource of the sensor to get the current sensing data. In this process, the
resource of actuators responds the status of the actuator to be presented in the page. The monitoring
data is presented by time sequence to provide visualization of sensing data to users.
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Figure 10: Implementation result of monitoring resources (a) Temperature resource (b) Pressure
resource (c) Fan resource

Fig. 11 shows the pages of accessing resources of IoT devices through virtual resources. The
sensors of temperature and pressure are used for implementing the resources of IoT device to collect
sending data from the environment, and the fan actuator is used for implementing the actuator
resource. The sensor resources provide sensing data through the edge gateway to clients. The actuator
resource provides the status of the actuator and receives the command from the client through the edge
gateway. Figs. 11a–11c shows accessing sensing data using GET method to request resources. Fig. 11d
shows accessing an actuator using PUT method to request the resources for updating the status of
the actuator., and mark the locations of resources on the plan. Users can click the mark to access the
resource.

Figure 11: Implementation result of resource access (a) Get temperature data (b) Get pressure data (c)
Get fan status (d) Update fan status
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5 Performance Evaluation

For providing the performance of the proposed edge computing architecture, we evaluate the
interaction delays of the IoT scenarios including registration, accessing, observation and notification
using the IoTivity and HTTP network communication solutions. Each scenario is performed 100 times
to collect the Round-Trip Time (RTT) and summarized to get the maximum, minimum and average.

The IoTivity device sends a less message packet than the HTTP device. Nevertheless, the delays
from the IoT device (ID) to IoT service provider (ISP) through the edge gateway (EG) take almost
the same time. Currently, the IoTivity library is not mature to provide outstanding performance.
Especially, the message sending process in the OCF requires the resource discovery step that also
takes time although very small. In the future version of the IoTivity library can be updated to provide
less delay in message delivery. Then, the message packet size and delivery delay both present a better
performance in the proposed gateway-centric edge computing architecture.

For evaluating the performance of registering the IoT device to generate virtual resources in the
edge gateway, 100 times interaction delays of the registration process are collected including local and
total registration as shown in Figs. 12a and 12e respectively using IoTivity and HTTP. The average total
registration delay of IoTivity and HTTP takes 1232 and 1237 ms that are collected by the interaction
between IoT device and IoT service provider. Approximately, there are differences between IoTivity
and HTTP. However, the message packet size is 883 bytes from the IoTivity device and 1269 bytes from
the HTTP device for registering the same registration profile.
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Figure 12: Performances (a) IoT device registration performance using IoTivity (b) IoT device
accessing performance using IoTivity (c) IoT device observation performance using IoTivity (d) Data
notification performance using IoTivity (e) IoT device registration performance using HTTP (f) IoT
device accessing performance using HTTP (g) IoT device observation performance using HTTP (h)
Data notification performance using HTTP

Figs. 12b and 12f show the performance of transparent access to the IoT device based on the
virtual resource in the edge gateway. In this test, the most of total delay times take less than 100 ms from
the IoT client (IC). From the edge gateway, the forwarded requests to the IoT device using the virtual
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resource take 18 ms for the minimum total delay, and 32 ms for the maximum total delay based on
IoTivity. Using HTTP communication, the network delays are similar to the IoTivity. For the average
delay using IoTivity, from the edge gateway to the IoT device takes 24 ms. The size of network packet is
96 bytes for responding messages from the IoTivity device and 233 bytes for responding message from
the HTTP device. The performance result illustrates that the IoTivity takes a similar time with a less
packet size for the less network cost. Also, in the gateway-centric local network, the communication
delays take little time, which enables further operation in the edge gateway using real-time data.

Figs. 12c and 12h show IoT device observation performance using IoTivity and HTTP commu-
nications. The request is sent by the edge gateway to the IoT device. In this process, the request delays
take very small time. Figs. 12d and 12f shows the data notification performance using IoTivity and
HTTP communications. The request is sent by the IoT device and the packet is delivered to the IoT
service provider through the edge gateway. Between edge gateway and IoT device, IoTivity and HTTP
communications are performed. Using the IoTivity, the IoT device sends 82 bytes for the sensing data.
For the same data, the IoT device send 526 bytes using HTTP. Obviously, the HTTP-based packet size
is bigger than the IoTivity-based packet size. However, the communication delays are less than the
IoTivity.

6 Conclusions and Future Directions

This paper proposed gateway-centric edge computing to provide IoT device registration, monitor-
ing and transparent access based on virtual resources. The edge gateway exposes virtual resources to
the Internet to present the resources of physical devices. The virtual resource bridges the Internet and
IoT devices, therefore, web clients access a virtual resource to consume a service from an IoT device.
Instead of IoT devices, the proposed edge gateway is deployed in an entry of a network edge to provide
sensing and actuating services to the web clients on the Internet. Based on virtual resources, the edge
gateway provides a consistent interface to enable clients to access devices in edge computing without
considering underlying protocols. Through the device registration, the resource directory generates the
virtual resource and links to the stored device information for identifying the physical device which is
represented on the Internet. Furthermore, the edge gateway provides device discovery and monitoring
to the web clients through mapping the virtual resources to actual resources on IoT devices. Using
the proposed edge computing, the services of resource discovery, monitoring, data visualization and
map-based visualization are developed. According to the performance evaluation, the edge gateway
is satisfied to provide the proposed edge services on the current hardware. Moreover, accessing IoT
device data through the edge gateway takes a short time for operating the IoT devices in real-time.

As future directions, we will apply the proposed edge gateway to smart buildings to operates IoT
device in real-time based on Artificial Intelligence (AI). The AI approach can be deployed in the edge
gateway, and triggered by events of IoT device in edge computing. The mechanism of mapping the
virtual resource with actual IoT resources enables various intelligent scenarios to be deployed by
connecting the virtual resources in scenario sequences.
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