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Abstract: Human action recognition (HAR) based on Artificial intelligence
reasoning is the most important research area in computer vision. Big break-
throughs in this field have been observed in the last few years; additionally, the
interest in research in this field is evolving, such as understanding of actions
and scenes, studying human joints, and human posture recognition. Many
HAR techniques are introduced in the literature. Nonetheless, the challenge
of redundant and irrelevant features reduces recognition accuracy. They also
faced a few other challenges, such as differing perspectives, environmental
conditions, and temporal variations, among others. In this work, a deep
learning and improved whale optimization algorithm based framework is
proposed for HAR. The proposed framework consists of a few core stages
i.e., frames initial preprocessing, fine-tuned pre-trained deep learning models
through transfer learning (TL), features fusion using modified serial based
approach, and improved whale optimization based best features selection for
final classification. Two pre-trained deep learning models such as InceptionV3
and Resnet101 are fine-tuned and TL is employed to train on action recogni-
tion datasets. The fusion process increases the length of feature vectors; there-
fore, improved whale optimization algorithm is proposed and selects the best
features. The best selected features are finally classified using machine learning
(ML) classifiers. Four publicly accessible datasets such as Ut-interaction,
Hollywood, Free Viewpoint Action Recognition using Motion History Volumes
(IXMAS), and centre of computer vision (UCF) Sports, are employed and
achieved the testing accuracy of 100%, 99.9%, 99.1%, and 100% respectively.
Comparison with state of the art techniques (SOTA), the proposed method
showed the improved accuracy.
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1 Introduction

Human Action Recognition (HAR) is a critical research topic in machine learning and computer
vision applications [1]. Because of its covariant properties, HAR has gained a lot of popularity in
recent decades. Real-world applications of HAR include robotics, location estimation, sports analysis,
pedestrian detection, human-computer interaction, video games, and video surveillance [2]. Several
human actions such as pointing, running, pushing, boxing, kicking, hand waving, jogging, clapping,
diving, and named a few more are recognized in the video sequences (a few samples shown in
Fig. 1). These actions are recognized through computerized systems automatically and effectively [3].
Nowadays, many HAR methods are used like wireless network-based method, video-based method,
and sensor-based method [4]. However, video-based HAR approaches are gaining popularity due to
their high recognition rate and ease of usage. Furthermore, HAR is broadly used in different industrial
applications [5]. During the past few years, the big breakthroughs have been witnessed in this field.
Also, the research interest in this field is evolving like understanding of actions and scenes, studying
the human joints, and human posture recognition. The precision of HAR has been raised due to the
growing of learning-based artificial intelligence (AI) [6]. Even though various innovations are being
witnessed in AI technology, but still there exist quite a few challenges also in this field. For their
learning-based algorithms, this field requires large datasets and corresponding labels. Several videos
are obtained from the YouTube platform and manually fine-tuned in terms of detail, actions, and
comprehension. The manual recognition and understanding process is time-consuming and labor-
intensive [7].

Figure 1: Sample human actions frames collected from UT-Interaction dataset [8]

Activity recognition in video sequences is a moving issue because of the comparability of
visual substance, changes in the perspective for similar activities [9], camera movement with activity
entertainer, posture and scale of an entertainer, and diverse enlightenment situations [10]. Human
activities range from simple leg or arm movement to complex coordinated movement of consolidated
legs, arms, and body. For example, kicking a football is a basic activity, whereas hopping for a
top shoot is an aggregate movement of arms, legs, head, and entire body [11]. For many reasons,
correctly recognition of human actions in video frames remains a difficult process, like having inter-
class and intra-class variation, lightning, environmental and angle variation, etc. [12]. To deal with
these issues handcrafted methods for feature extraction like histogram optical flow and histogram
oriented gradient are used in previous research studies [13]. Because missing of a 3-dimensional (3D)
structure in the video sequence, these methods are unable to recognize actions using 2D data [14].
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Recently, the deep learning shows the much performance in the area of computer vision and
machine learning for several applications such as medical [15], biometric [16], video surveillance, agri-
culture [17], and object classification [18]. From those, HAR is active research and many researchers
improve the performance through deep learning techniques [19]. Convolutional neural network (CNN)
is form of deep learning, being used to improve the rate of HAR [20]. Generally, HAR methods are
based on two steps, i.e., features extraction and classification [21]. Different CNN pre-trained models
like AlexNet [22], very very deep (VGG), and ResNet, and named a few others [23] are used with
the transfer learning concept for HAR. These techniques give improved accuracy than traditional
feature extraction techniques. But some time, due to complex nature of dataset, a single CNN model
not performed well; therefore, information fusion of more than one model can be employed. The
fusion process increases the computational time due to more number of predictors [24]. Hence, feature
selection techniques are more suitable. The selection techniques minimize the volume of data to save
the cost of modeling and, in some conditions, improve the functioning of the algorithm [9]. Finally,
the final features are passed to the different classifiers for classification purposes. Different classifiers
such as multiclass Support Vector Machine (M-SVM) [25], K-Nearest Neighbor (KNN), Linear
Discriminant Analysis (LDA), Complex tree (CT), and Ada-boost are used for action classification
[26]. Recently, the researchers introduced many techniques for human action recognition (HAR) [27].
Those techniques are based on a few well-known steps such as preprocessing of original video frames,
region of interest detection (ROI) for more accurate features extraction, and finally recognition using
machine learning classifiers [28].

However, they continue to face a slew of issues that degrade overall accuracy and lengthen com-
putational time. The major challenges are as follows: (i) imbalanced datasets increase the prediction
probability of the maximum class; (ii) feature extraction from the last layer does not correctly visualize
the original human action due to a lack of the required number of features; and (iii) redundant and
irrelevant features reduce system recognition accuracy. Furthermore, the presence of these features
increases the computational time of the system. In this work, we proposed a new framework for
HAR based on deep learning features fusion and improve whale optimization algorithm. Our major
contributions are listed as follows:

• Two pre-trained CNN models are fine-tuned, and new dense layers are added. The fine-tuned
models were then trained on action datasets to extract features from a combination of layers
(convolutional and fully connected) rather than a single target layer.

• Using a modified correlation extended serial approach, the extracted features of both fine-tuned
models are fused.

• Based on the update criteria for the best feature selection, an improved whale optimization
algorithm is introduced. Machine learning classifiers are used to classify the selected features.

The rest of the article is organized in the following order. Section 2 discussed the recent related
work of HAR. Proposed HAR framework is discussed in Section 3. In this section the entire framework
is described in the mathematical and visual manner. Results of the proposed HAR framework are
presented in Section 4. The conclusion of this article is presented in Section 5.

2 Related Work

Many HAR techniques have been proposed in the literature based on deep learning and traditional
features. Liu et al. [29] introduced a two-stream deep neural network for HAR. This network
recognizes unusual behavior of human in the video sequences. Volumetric motion history images
(VMHI) and original frames are the two main parts of this model and tested on Royal Institute



5934 CMC, 2023, vol.74, no.3

of Technology (KTH), Weizmann, and Ut-interaction datasets and showed improved accuracies.
Chenarlogh et al. [30] introduced three different CNN architectures to optimize the performance of
HAR in limited data. Three architectures of this model include 1-stream, 2-stream, and 4-stream.
They tested their architecture on the IXMAS dataset and attained average accuracy of 88.05% on
4-stream architecture. Sharif et al. [31] suggested an approach to overcome the problem of the robust
feature selection method. In HAR, extracting the prominent and salient features inside a video
frame is a challenging job. The suggested method initially fuses three different feature categories and
selects the most optimized features using strong correlation and Euclidean distance methods. Finally,
classification is performed by a multi-class classifier. They used KTH, large human motion database
(HMDB51), UCF YouTube, and Weizmann datasets and shows more than 94% classification accuracy.
Jaouedi et al. [32] introduced a hybrid deep network for HAR to overcome the problem of detecting a
moving person from a scene and detecting human motion from a background. The suggested method
is tested by using KTH, UCF101, and UCF sports datasets and attained an average accuracy of 96.3%.
Sharif et al. [33] suggested a novel HAR technique by using the combination of handcrafted and deep
features. Initially, saliency-based method was employed for human silhouette extraction. Afterward,
deep and handcrafted features are extracted and combined to make a final vector. The main purpose
of features fusion is getting the maximum information of human actions for accurate classification.
They tested their technique using UCF11 (YouTube), UT-interaction, IXMAS, Weizmann, and UCF
sports datasets and attained better accuracy than SOTA.

Abdelbaky et al. [34] presented an architecture PCANet TOP for feature extraction and action
classification based on SVM classifier. They tested their method using UCF Sports, KTH, YouTube
action, and Weizmann datasets and attained an accuracy of 92.67%. Afza et al. [35] suggested a
technique that fused traditional features and later selected the best of them for final classification.
M-SVM classifier is used for action identification and achieved above 95% accuracy on four datasets-
UCF YouTube, UCF Sports, Weizmann, and KTH. Abdelbaky et al. [36] presented a simple Neural
network based on (PCA) network to minimize the issues related to real-time recognition systems and
3-dimensional signals in a video frame. This scheme uses an unsupervised learning approach instead
of supervised learning approach. Sahoo et al. [37] suggested the HAR-Depth technique with shape
learning and sequential learning streams combined with depth history image (DHI). The presented
method is used to get maximum data from the action videos to overcome the error rate of correct
recognition. Muhammad et al. [38] suggested a Bi-Long shorter memory (BiLSTM) based HAR
approach using Dilated Convolutional Neural Network. This approach gives better performance in
video surveillance for security needs. The HAR sequential process was followed by the aforementioned
techniques. They used CNN architectures to extract features but skipped the preprocessing and
optimization steps. The difference between the above studies is the long computational time and
redundant features that can be addressed by these two steps.

3 Proposed Methodology

The proposed HAR architecture is presenting in Fig. 2. The proposed framework includes several
steps such as: (i) frames initial preprocessing (ii) fine-tuned two pre-trained deep learning models
such as Inceptionv3 and Resnet101 and extract deep features (iii) fusion of deep learning features
using modified correlation extended serial approach (iv) best features selection using improved whale
optimization algorithm, and (v) classification using machine learning algorithms and compute results.
The detail of each step is given in below subsections.



CMC, 2023, vol.74, no.3 5935

Figure 2: Proposed deep learning based framework for HAR

3.1 Video Frames Preprocessing

Pre-processing is the most important steps in image processing, with applications in different
fields like agriculture, medicine, and surveillance, to mention a few [39]. Pre-processing is critical in
surveillance to deal with light changes, complicated backgrounds, noise reduction, and other issues.
In this work, the pre-processing step is employed to convert the action video sequences into frames.
Originally, the each extracted video frame having dimension 512 × 512 × k, where k = 3. The
converted frames are later resized into a size 256×256×3. These extracted video frames are converted
into relevant classes and later utilized for the training of CNN models.

3.2 Convolutional Neural Network

CNN is a neural network with a convolution operation in at least one of its layers instead of matrix
multiplications. CNN networks are now being used to improve the recognition rate of HAR. In a
CNN, three basic layers are used: convolutional, pooling, and fully connected. In convolutional layer,
different filters are applied to the image with different parameters for feature extraction. The basic
parameters are size of kernel and the number of kernels. Mathematically, the convolution operation is
formulated as follows:

H[a × b] = (g ∗ i)[a × b] =
∑

k

∑
j
i[k, j]g[a − k, b − j] (1)

where input image is denoted by g, kernel by i and a × b shows the row and column of the resultant
matrix. The ∗ represent the convolutional operator and H represent the output of convolution
operation. After each convolutional layer, a ReLu activation layer is added to remove the negative
features and place with zero.

ReLu = Max(0, x), x ∈ H (2)

Pooling layer is used to decrease the size of the tensor to increase the calculation speed. In pooling
layers, specific function is performed like max operation and average operation. Max pooling layer is
used get a maximum value from each filter region and average pooling layer is utilized to get an AVG
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value in the each filter region. Another layer named fully connected layer, is employed to smooth the
result before classification placed to output layer of a neural network. Mathematically, the FC layer is
formulated as follows:

Fout
0 = H [a × b] (3)

Fin
i = Fout

i−1 ∗ Hi + bi (4)

Fout
i = �i

(
Fin

i

)
(5)

where, Fout
i is final FC layer, � represent activation function, and i is layer number. After the FC layer,

the Softmax classification layer is added for features classification.

Softmax
(
Fout

i

) = exp
(
Fout

i

)
∑

j Fout
j

(6)

3.3 Deep Learning Features

In this work, two pre-trained CNN models namely Inceptionv3 [40] and Resnet101 [41] are utilized
for features extraction. Inception V3 CNN consists of 01 input layer, 94 convolutional layers, 01
fully connected layer, and 04 MaxPooling layer. Total number of layers in this network are 315.
This network accepts input image of size 229 × 299 × 3. ResNet101 CNN model comprises of 01
input layer, 105 convolutional layers, 01 fully connected layer, and 01 MaxPooling layer. The total
numbers of layers in this network are 347. This network accepts the input image of size 224 × 224 × 3.
Initially both models were trained on ImageNet dataset which have 1000 object classes. Therefore, we
fine-tuned both models and removed the last layers (fully connected layer-Classification layer) and
added new dense layers and trained on action datasets using transfer learning. We considered the
70% video frames for training and rest 30% for testing purposes. The transfer learning (TL) concepts
opted for training of fine-tuned models. Since the pre-trained nets are trained on selective classes (i.e.,
ImageNet dataset) but in our case, the target task is action recognition. Therefore, we need to train
the network on selected action dataset. In the case of InceptionV3 CNN model, the last three layers
such as ‘predictions’, ‘predictions_softmax’, and ‘ClassificationLayer_predictions’ are replaced with
‘new_fc’, ‘predictions_softmax’, and ‘new_classoutput’ layers. In the case of Resnet101 the last three
layers such as ‘fc1000’, ‘prob’, and ‘ClassificationLayer_predictions’ are replaced with ‘new_fc’, ‘prob’,
and ‘new_classoutput’ layers. The hyper parameters are initialized such as mini batch size of 16, initial
learning rate is 0.05, epochs 200, and dropout factor is 0.5. Then, the newly fine-tuned models are
trained through TL. Visually, the process of TL is illustrated in Fig. 3.

Inception V3 Features: We use the avg_pool layer of fine-tuned Inception V3 CNN model and
applied activation for features extraction. On this layer, a feature vector is obtained of dimension
N × 2048 and represented with V1.

ResNet101 Features: We employed pool5 layer of fine-tuned ResNet101 model and applied
activation function for feature extraction. On this layer, a feature vector of dimension N × 2048 is
obtained and represented with V2.

3.4 Deep Features Fusion

Features fusion is the process of combined multi-level information in one vector for better
recognition accuracy. In this work, we fused two deep extracted feature vectors V1 and V2 using a
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new approach named modified correlation extended serial approach. Consider, V1 ∈ Mi and V2 ∈ Nj,
then the correlation is find out among i and j based on the following formula:

Cor =
∑(

Mi − M
)
(Nj − N)√∑ (

Mi − M
)2 ∑ (

Nj − N
)2

(7)

Frozen Weights

Back Propagation

ImageNet
Dataset

1000 Object
Classes

Human Action
Classes

Action Recognition
Datasets

Source Domain

Target Domain

Knowledge Transfer

Figure 3: Process of TL for HAR

Based on this formula, the features that have positive correlation (+1) are selected in a new vector
denoted by V3 and features that have correlation value 0 or −1, are added in V4. After that, the mean
value is computed of V4 and compared each feature with that as follows:

CT =
{

Ṽ4 for V4 ≥ μ

Ignore, Otherwise
(8)

The updated vector Ṽ4 and V3 are finally fused in one vector based on the following mathematical
equation:

V5(k) =
(

V3(k)m×n

Ṽ4(k)m×n

)
(9)

The resultant feature vector obtained of dimension N × V5, where the seize of V5 is 2205 in this
work that further optimized using improved whale optimization algorithm.

3.5 Deep Features Optimization

For feature selection, we used an improved whale optimization algorithm (IWOA). The fused
vector V5(k) is given to IWOA as input and the algorithm returns the optimized feature vector as
output. The working of optimization process is given below.
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Whale optimization algorithm (WOA) is a metaheuristic algorithm, presented by first Mirjalili
in 2016 [42]. There are three basic steps performed in this algorithm namely encircling prey, spiral
updating position, and random search for prey.

Encircling prey: The humpback whale will encircle the prey once the location of the prey has been
established. The encircling prey mechanism of whale is formulated by Eqs. (10) and (11).

E = |DY ∗ (i) − Y (i)| (10)

Y (i + 1) = Y ∗ (i) − BE (11)

where i is the current number of iterations; Y ∗ (i) denotes the best whale position vector by a long
shot; Y (i) denotes the current whale position vector; B and D denote the vector coefficient and are
calculated by Eqs. (12) and (13).

B = 2bs1 − b (12)

D = 2s2 (13)

where s1 and s2 denote the casual numbers (0, 1); b denotes a convergent factor and linearly decreased
from 2 to 0; b is calculated by Eq. (14).

b = 2 − 2
I

Imax

(14)

where I denotes the current number of iterations and Imax denotes the maximum iterations.

Updating Spiral position: Because humpback whales swim in a circle toward their prey, therefore,
the circular position updating is done through the following equation.

Y (i + 1) = Y ∗ (i) − Epebl cos (2π l) (15)

where Ep = |Y ∗ (i) − Y (i)| shows the distance between the prey and whale; b represents the constant
and l stands for a unintended number from (0, 1). Noticing that, while the whale go swimming in a
curved toward its food, it also has to contract to envelop it. Therefore, the encircling prey method
is selected by the probability Pt and the circular model is chosen by 1 − Pt. Eq. (16) illustrates the
calculating procedure:

Y (i + 1) =
{

Y ∗ (i) − BE p < Pt

Y ∗ (i) − Epebl cos (2π l) p ≥ Pt
(16)

It is set on the statistical method to attack prey and become close to prey in order to minimize the
value of b, so that B′s range likewise fell with b in the iteration progression. When the value of b falls
from 2 to 0, B is said to be within a random value [−b, b]. Furthermore, when the value of A is [−1,
1], the whale’s next place could be right now or anywhere else between its prey. The whale attacks its
victim when B is smaller than 1. While swimming along with the spiral pattern, the humpback whale
surrounds its prey. To replicate the whale’s hunting behavior, the probability of the encircling prey
mechanism and curl position revise is set to 0.3.

Arbitrary search for prey: When a whale goes on randomly searching for prey, it must vary its
position by going on a random search. The positions are computed as follows:

E = |DYrand − Y (i)| (17)

Y (i + 1) = Yrand − BE (18)
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where Yrand denotes the casually choosing the whale’s position vector. When B ≥ 1, a seeking agent will
refresh the positions of all other whales to the searching whale, forcing it to flee the target in order to
locate better feed. In this approach, the exploration ability of the algorithm may be improved, allowing
WOA to be searched from all angles.

In this work, we update two primary parameters B and D. This algorithm can balance exploitation
and exploration because to its B set. As a result, the likelihood of a locally optimal increases. The B
and D parameters in WOA are set to 0.4 and 0.5, respectively, which is clearly unnecessary. Meanwhile,
WOA’s capacity to search for all-around optimization has to be improved. The revised definition is
defined as follows:

Pi+1 =
{

P0 i = 1
Pi ∗ b + Pmin i > 1 (19)

P
′
i = 1 − Pi (20)

B = exp

[
−30x

(
i

Imax

)S
]

(21)

where P0 is the initial probability of adaptive search enclosing mechanism; P′
i and Pi+1 are the

probability of encircling prey mechanism of ith and (i + 1)th generation; Pmin shows the probability of
minimum enveloping; P′

i denotes the probability of updated helix position of ith generation; i shows
the iterations and Imax denotes the maximum iteration and S = 2.

The jumping behavior is also changed when the whale attempts to divide the region the value of
local optimal can drop into minimum value by randomly updating the whale’s location. The jumping
behavior is defined as follows:

Yt(i+1) = Yt (i) + g (1 − 2rand) (max (Yall) − min (Yall)) /2 (22)

where g denotes jumping coefficient and Yall denotes all whales. The neural network is employed as a
fitness function and the fitness is calculated based on the mean square error rate (MSER). The best
selected features are passed to several machine learning classifiers for the final action recognition.

4 Experimental Results and Discussion

This section comprises a full discussion of the results and analyses. The proposed framework is
tested on four different datasets namely, (i) Ut-interaction, (ii) UCF Sports, (iii) Hollywood, and (iv)
IXMAS. Several hyperparameters are employed for the training of pre-trained models such as learning
rate is 0.05, mini batch size is 16, epochs are 200, and optimizer is stochastic gradient descent. The 10
fold cross-validation is opted on all 4 datasets, where the training and testing ratio was 50:50. Eight
different classifiers, including Fine K-nearest neighbour (KNN), Ensemble Subspace KNN, Cubic
SVM, Weighted KNN, Linear SVM, Cosine KNN, Quadratic SVM, Medium KNN, and Ensemble
Bagged Trees are utilized for the classification results. The proposed framework is implemented in
MATLAB 2020a, using personal computer having specification, Core i7 with 16 GB of DDR4 RAM
and 16GB graphics card.

4.1 Numerical Results

The proposed framework results are presenting here in the form of tabular and confusion matrixes.
The results are presented here for each dataset separately.
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UT-Interaction Dataset Results: The results of UT-Interaction dataset are presented in Tab. 1.
The Ensemble Subspace KNN (ESKNN) classifier attained the highest accuracy of 100% and other
parameters like precision, recall, and F1 score values are 1.0, 1.0, and 1.0, respectively. The rest
of the classifiers also achieved better results of >99%. Fig. 4 illustrated the confusion matrix of
ESKNN classifier. Through this figure, the computed performance measures can be verified. The
computational time of each classifier is also noted and the minimum testing time is 58.508 (s) of
Ensemble Baggage Tree.

Table 1: Classification results on UT-Interaction dataset using proposed framework

Classifiers Parameters

Recall Precision F1 Score Accuracy (%) Time (s)

ES KNN 1.0 1.0 1.0 100 171
Fine KNN 1.0 1.0 1.0 99.9 121.9
Cubic SVM 1.0 1.0 1.0 99.9 100.08
Weighted KNN 0.9983 0.9983 0.9966 99.7 104.95
Cosine KNN 0.9937 0.99 0.9937 99.4 101.02
Quadratic SVM 1.0 1.0 1.0 99.9 92.417
Linear SVM 0.9983 0.9983 0.9966 99.7 80.563
Medium KNN 0.9916 0.9961 0.9916 99.2 124.71
EBT 0.9816 0.98 0.9783 98.3 58.508

Figure 4: Subspace KNN classifier’s confusion matrix on Ut-Interaction dataset using optimal features
fusion

UCF Sports Dataset Results: Tab. 2 presents the recognition results of UCF Sports dataset using
proposed framework. In this table, Quadratic SVM classifier attained the highest accuracy of 100%
and other parameters like precision, recall, and F1 score values are 1.0, 1.0, and 1.0, respectively.
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These values can be further verified through a confusion matrix given in Fig. 5. The other classifiers
also give the better accuracy using proposed framework on selected dataset. The computational time is
also noted for each classifier and minimum noted time is 107.02 (s) of Ensemble Baggage Tree (EBT).
Similarly, the hollywood dataset results are presented in Tab. 3 and confusion matrix illustrated in
Fig. 6.

Table 2: Classification results on UCF Sports dataset using proposed framework

Classifiers Parameters

Recall Precision F1 Score Accuracy (%) Time (s)

ES KNN 1.0 1.0 1.0 100 241.5
Fine KNN 1.0 1.0 1.0 100 178.21
Cubic SVM 1.0 1.0 1.0 100 178.66
Weighted KNN 1.0 1.0 1.0 99.9 168.68
Cosine KNN 1.0 1.0 1.0 99.9 161.11
Quadratic SVM 1.0 1.0 1.0 100 174.86
Linear SVM 1.0 1.0 1.0 99.9 144.5
Medium KNN 1.0 1.0 1.0 99.9 171.76
EBT 0.9937 0.99 0.9925 99.3 107.02

Figure 5: Quadratic SVM classifier’s confusion matrix on UCF Sports dataset using optimal features
fusion
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Table 3: Classification results on Hollywood dataset using proposed framework

Classifier Parameters

Recall Precision F1 Score Accuracy (%) Time (s)

Ensemble
Subspace KNN

1.0 1.0 1.0 99.9 139.4

Fine KNN 1.0 1.0 1.0 99.9 211.5
Cubic SVM 1.0 1.0 1.0 99.8 150.6
Weighted KNN 0.9983 0.9983 0.9966 99.7 210.5
Cosine KNN 0.9966 0.9958 0.9966 99.5 194.4
Quadratic SVM 0.9983 0.9983 0.9966 99.7 147.8
Linear SVM 0.9937 0.99 0.9925 99.3 278.3
Medium KNN 0.9937 0.99 0.9937 99.4 216.2
Ensemble Bagged
Trees

0.9887 0.9812 0.9837 98.7 120.8

Figure 6: Fine KNN classifier’s confusion matrix on Hollywood dataset using optimal features fusion

IXMAS Dataset Results: The results of IXMAS action dataset are given in Tab. 4 using proposed
framework. This table shows the best accuracy is achieved by ESKNN classifier of 99.1% and other
measures like precision, recall, and F1 score are 0.9916, 0.9916, and 0.99, respectively. These values
can be further verified through a confusion matrix, illustrated in Fig. 7. Foe each classifier listed in
this table, the computational time is also computed. The minimum noted time is 178.1 (s) for LSVM,
whereas the EBT executed in 202.87 (s). Overall, the ESKNN classifier performs better than the rest
on the classifier based on time and accuracy.
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Table 4: Classification results on IXMAS dataset using proposed framework

Classifier Parameters

Recall Precision F1 Score Accuracy (%) Time (s)

Ensemble
Subspace KNN

0.9916 0.9916 0.99 99.1 492.8

Fine KNN 0.9909 0.9909 0.99 99.0 291.9
Cubic SVM 0.9866 0.985 0.985 98.7 339.8
Weighted KNN 0.9716 0.97 0.9716 97.5 295.5
Cosine KNN 0.9541 0.955 0.9558 95.8 242.2
Quadratic SVM 0.9825 0.9808 0.98 98.2 255.7
Linear SVM 0.9683 0.9633 0.965 96.8 178.1
Medium KNN 0.9612 0.966 0.9652 95.9 293.6
Ensemble Bagged
Trees

0.9525 0.9533 0.9541 95.0 202.87

Figure 7: KNN classifier’s confusion matrix on IXMAS dataset using optimal features fusion

4.2 Discussion

A detailed discussion has been conducted in this section for the proposed framework based on
the accuracy achieved by the selected datasets. The proposed framework is illustrated in Fig. 2 which
consists of series of steps. The entire proposed framework results are given in Tabs. 1–4 and confusion
matrixes in Figs. 4–7. Based on the tables and confusion matrixes, it is noted the proposed framework
achieved maximum accuracy on selected datasets. However, it is essential to analyse the performance
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of middle steps such as original deep features extraction and best selected features for each CNN
model.

The main purpose of employing classification results of middle steps is to analyse the importance
of optimization algorithm. Another purpose of this analysis is to check the following question:
if optimization algorithm is employed separately on deep extracted features then what will be the
accuracy?

Tabs. 5–8 presents the accuracy of middle steps on selected action dataset. In these tables, it is
noted that the accuracy is initially computed by using fine-tuned ResNet101 and Inception V3 models
features. After that, the optimization algorithm is employed on original deep extracted features of
ResNet101 (Best ResNet101) and Inception V3 (Best Inception V3). The proposed framework results
are given in the last column for the sake of comparison. Based on accuracy values, given in these
tables, it is noted that the optimization process improves the recognition accuracy but one the other
end, proposed framework gives the better results.

Table 5: Comparison of overall proposed framework accuracy with middle steps on UT-Interaction
dataset

Classifiers ResNet101 Inception V3 Best
ResNet101

Best Inception
V3

Proposed

Ensemble
Subspace KNN

95.2 96.5 98.8 96.6 100

Fine KNN 96.1 95.6 98.9 97.6 99.9
Cubic SVM 96.5 95.5 97.7 96.6 99.9
Weighted KNN 94.8 96.9 97.2 97.9 99.7
Cosine KNN 96 97.2 96.7 98.2 99.4
Quadratic SVM 97 96.2 98.6 98.5 99.9
Linear SVM 96.9 95.5 97.4 98.2 99.7
Medium KNN 97 94.1 96.5 98.1 99.2
Ensemble Bagged
Trees

95.7 95.6 97.1 97.9 98.3

Table 6: Comparison of overall proposed framework accuracy with middle steps on UCF Sports
dataset

Classifiers ResNet101 Inception V3 Best
ResNet101

Best Inception
V3

Proposed

Ensemble
Subspace KNN

94.6 94.9 95.8 95.5 100

Fine KNN 95.8 93.9 96.7 95.3 100
Cubic SVM 93.7 94.9 94.1 95.6 100
Weighted KNN 93.6 92.8 95.5 95.0 99.9
Cosine KNN 94.5 95.8 95.3 96.4 99.9

(Continued)
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Table 6: Continued
Classifiers ResNet101 Inception V3 Best

ResNet101
Best Inception
V3

Proposed

Quadratic SVM 94.8 94.9 95.9 96.0 100
Linear SVM 94.1 95.8 96.4 96.8 99.9
Medium KNN 93.5 94.1 97.8 95.7 99.9
Ensemble Bagged
Trees

94.2 93.6 98.1 94.8 99.3

Table 7: Comparison of overall proposed framework accuracy with middle steps on Hollywood dataset

Classifiers ResNet101 Inception V3 Best
ResNet101

Best Inception
V3

Proposed

Ensemble
Subspace KNN

95.7 95.8 96.8 97.3 99.9

Fine KNN 95.9 97.1 97.9 98.0 99.9
Cubic SVM 95.8 96.5 96.5 97.4 99.8
Weighted KNN 95.5 94.4 97.1 96.3 99.7
Cosine KNN 96.1 96.7 96.5 97.7 99.5
Quadratic SVM 96.7 95.9 97.1 96.9 99.7
Linear SVM 95.3 96.2 95.4 97.5 99.3
Medium KNN 95.0 95.6 97.8 98.4 99.4
Ensemble Bagged
Trees

93.8 94.2 97.3 96.0 98.7

Table 8: Comparison of overall proposed framework accuracy with middle steps on IXMAS dataset

Classifiers ResNet101 Inception V3 Best
ResNet101

Best Inception
V3

Proposed

ES KNN 94.2 94.9 95.7 96.7 99.1
Fine KNN 93.3 93.4 94.8 95.4 99.0
Cubic SVM 92.5 93.4 93.6 95.4 98.7
Weighted KNN 93.5 94.7 94.6 95.6 97.5
Cosine KNN 92.9 93.6 93.5 94.9 95.8
Quadratic SVM 91.1 92.5 92.2 96.2 98.2
Linear SVM 92.6 91.3 93.7 93.7 96.8
Medium KNN 92.8 93.1 93.9 95.4 95.9
EBT 91.5 94.4 92.1 95.8 95.0
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At the end, a comparison of proposed framework accuracy is conducted with state of the art
(SOTA) techniques using different selected datasets, as given in Tab. 9. In this table, it is noted that
authors of [34,35,43] used UCF sports dataset and achieved accuracies of 99.3%, 96.8%, and 92.67%,
respectively. The proposed method attained 100% on UCF Sports dataset with minimum execution
time. Similarly, authors used UT-Interaction dataset and achieved accuracies of 96.7%, 96.4%, and
99%. The proposed method achieved an accuracy of 100%. For IXMAS and Hollywood dataset, the
proposed framework achieved an accuracy of 99.1% and 99.9% which is improved than the recent
methods. Overall, values given in this table, it is clear that the proposed framework of HAR achieved
improved accuracy than SOTA techniques.

Table 9: Comparison of proposed framework with SOTA techniques

Reference Year Dataset Accuracy (%)

[43] 2021 UCF Sports 96.8
[35] 2021 UCF Sports 99.3
[34] 2021 UCF Sports 92.67
Proposed - UCF Sports 100
[44] 2021 UT-Interaction 96.7
[45] 2021 UT-Interaction 96.4
[29] 2021 UT-Interaction 99
Proposed - UT-Interaction 100
[21] 2020 IXMAS 95.2
[30] 2019 IXMAS 88.05
Proposed - IXMAS 99.1
[6] 2021 Hollywood 99.2
Proposed - Hollywood 99.9

5 Conclusion

Human action recognition (HAR) is rapidly gaining popularity in the field of pattern recognition
and machine learning based on its important application-video surveillance. In this article, a new
framework is proposed for HAR based deep learning and improved WOA. The experimental process is
conducted on four publicly accessible datasets such as Ut-Interaction, Hollywood, IXMAS, and UCF
Sports and attained an accuracy of 100%, 99.9%, 99.1%, and 100%, respectively. Comparison with
SOTA techniques, it is observed that the proposed framework recognition accuracy is improved than
the recent techniques. From the results, we conclude that the fusion based framework give the better
accuracy than recognition performance on individual deep learning features and optimization algo-
rithm. The optimization algorithm reduces the execution time during the testing process. The improved
optimization algorithm reduced computational time without reducing classification accuracy, which
is the work’s strength. In the future, large datasets such as UCF101, Muhavi, and HMDB51 will be
used for evaluation. Furthermore, for HAR, a single stream CNN framework will be considered.
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chest CT images by deep learning, entropy-controlled firefly optimization, and parallel feature fusion,”
Sensors, vol. 21, no. 2, pp. 7286, 2021.

[26] M. Mittal, L. M. Goyal and S. Roy, “A deep survey on supervised learning based human detection and
activity classification methods,” Multimedia Tools and Applications, vol. 4, no. 1, pp. 1–57, 2021.

[27] M. Bilal, M. Maqsood, S. Yasmin, N. U. Hasan and S. Rho, “A transfer learning-based efficient
spatiotemporal human action recognition framework for long and overlapping action classes,” The Journal
of Supercomputing, vol. 78, no. 21, pp. 2873–2908, 2022.

[28] A. Sarkar, A. Banerjee, P. K. Singh and R. Sarkar, “3D human action recognition: Through the eyes of
researchers,” Expert Systems with Applications, vol. 17, no. 7, pp. 116424, 2022.

[29] C. Liu, J. Ying, H. Yang, X. Hu and J. Liu, “Improved human action recognition approach based on two-
stream convolutional neural network model,” The Visual Computer, vol. 37, no. 2, pp. 1327–1341, 2020.

[30] V. A. Chenarlogh and F. Razzazi, “Multi-stream 3D CNN structure for human action recognition trained
by limited data,” IET Computer Vision, vol. 13, no. 10, pp. 338–344, 2019.

[31] A. Sharif, K. Javed, H. Gulfam, T. Iqbal and T. Saba, “Intelligent human action recognition: A framework
of optimal features selection based on euclidean distance and strong correlation,” Journal of Control
Engineering and Applied Informatics, vol. 21, no. 15, pp. 3–11, 2019.

[32] N. Jaouedi, N. Boujnah and M. S. Bouhlel, “A new hybrid deep learning model for human action
recognition,” Journal of King Saud University-Computer and Information Sciences, vol. 32, no. 20, pp. 447–
453, 2020.

[33] M. Sharif, T. Akram, M. Raza, T. Saba and A. Rehman, “Hand-crafted and deep convolutional neural
network features fusion and selection strategy: An application to intelligent human action recognition,”
Applied Soft Computing, vol. 87, no. 21, pp. 1–26, 2020.

[34] A. Abdelbaky and S. Aly, “Human action recognition using three orthogonal planes with unsupervised
deep convolutional neural network,” Multimedia Tools and Applications, vol. 80, no. 32, pp. 20019–20043,
2021.

[35] F. Afza, M. Sharif, S. Kadry, G. Manogaran and T. Saba, “A framework of human action recognition using
length control features fusion and weighted entropy-variances based feature selection,” Image and Vision
Computing, vol. 106, no. 17, pp. 104090, 2021.

[36] A. Abdelbaky and S. Aly, “Human action recognition using short-time motion energy template images and
PCANet features,” Neural Computing and Applications, vol. 32, no. 9, pp. 12561–12574, 2020.



CMC, 2023, vol.74, no.3 5949

[37] S. P. Sahoo, S. Ari, K. Mahapatra and S. P. Mohanty, “HAR-Depth: A novel framework for human action
recognition using sequential learning and depth estimated history images,” IEEE Transactions on Emerging
Topics in Computational Intelligence, vol. 21, no. 11, pp. 1–13, 2020.

[38] K. Muhammad, U. Amin, A. S. Imran and M. Sajjad, “Human action recognition using attention based
LSTM network with dilated CNN features,” Future Generation Computer Systems, vol. 125, no. 7, pp. 820–
830, 2021.
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