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Abstract: Automated Facial Expression Recognition (FER) serves as the
backbone of patient monitoring systems, security, and surveillance systems.
Real-time FER is a challenging task, due to the uncontrolled nature of
the environment and poor quality of input frames. In this paper, a novel
FER framework has been proposed for patient monitoring. Preprocessing
is performed using contrast-limited adaptive enhancement and the dataset is
balanced using augmentation. Two lightweight efficient Convolution Neural
Network (CNN) models MobileNetV2 and Neural search Architecture Net-
work Mobile (NasNetMobile) are trained, and feature vectors are extracted.
The Whale Optimization Algorithm (WOA) is utilized to remove irrelevant
features from these vectors. Finally, the optimized features are serially fused
to pass them to the classifier. A comprehensive set of experiments were carried
out for the evaluation of real-time image datasets FER-2013, MMA, and
CK+ to report performance based on various metrics. Accuracy results show
that the proposed model has achieved 82.5% accuracy and performed better
in comparison to the state-of-the-art classification techniques in terms of
accuracy. We would like to highlight that the proposed technique has achieved
better accuracy by using 2.8 times lesser number of features.

Keywords: Facial expression recognition; deep learning; transfer learning;
feature optimization

1 Introduction

Automated FER is being explored by many researchers working in the area of computer vision. It
has been a hot research area for the last decade. FER has gained enormous fame because of its utility
in various areas like security and automated surveillance, patient monitoring, mood identification
biometrics, access control, smart cards, law enforcement, etc. Passwords and pins are difficult to
remember and can be stolen or forgotten. Similarly, cards can be corrupted or unreadable and keys
can be misplaced but an individual’s biological traits cannot be misplaced, forgotten, or stolen [1].
It highlights the utmost significance of this research. Patients admitted to hospitals in the Intensive
Care Unit (ICU) require special attention. The automated patient monitoring system can be very
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helpful for doctors and staff, especially at night time. Due to increased rush in hospitals and lack
of staff it has become very difficult to pay full attention to critical patients [2]. FER systems have
a wide range of applications for patients’ mental disorders, checking their conditions with the help
of emotions is highly desired. Affective expressions can be shown in emotions, and these emotions
are expressed in various ways by faces, gestures, postures, voices, and actions. It can also affect
physiological parameters.

In [3], the authors have highlighted the problem of classifying uncommon expressions like disgust
and fear. Authors claimed that classifying common expressions like happiness and surprise is easier to
classify than rare expressions like disgust and fear. They showed two factors that are responsible for this
problem, one is intra-class variation and another is the imbalanced dataset. To handle the first issue,
the proposed model used semantic and spatial enhancement techniques to enhance expression features
of fine-level and high-level semantic features. For the second issue, a novel technique is proposed in
which they collected images from different databases instead of generating new images from existing
training samples.

The authors’ in [3] proposed an efficient lossless compression algorithm for facial images in
expression recognition. The proposed method consists of two operations, one is a data preparing
operation and another one is a bitstream encoding operation. For the first step facial image is divided
and processed into two parts reference and residual images which represent similar and dissimilar
parts of the left and right sides of the face. In the second step, these two images are processed into the
bit-stream encoding operation for getting the final version of the bit-stream.

A two-channel based deep convolutional neural network model for facial recognition is proposed
[4] in which the gradient features and texture features were merged for combining local texture and
locally shaped features. Experiments were performed on the Japanese Facial Expression (JAFFE) and
FER2013 database which contain seven different sample expressions. The proposed model achieved
76.86% accuracy in the FER2013 database and 88.75% in the JAFFE database which is far above then
other state-of-the-art models.

In [5], a technique is proposed in which major and minor detail of facial expressions has been
captured using spatial pyramid Zernike features and Law’s texture features which were merged. The
presented technique used a multilayer perceptron and a feed-forward artificial neural network. JAFFE
and KDEF datasets were used for experimental purposes. The proposed model achieved an accuracy
of 95.86% and 88.87% on the JAFFE and Karolinska Directed Emotional Faces (KDEF) datasets. A
method for human facial expression recognition is proposed in [6] in which authors employed active
learning and a Support Vector Machine (SVM) algorithm. Active learning was used to detect Action
Units (AU) of facial expression while SVM was used for classifying. Benitez-Quiroz et al. [7] used
the geometric as well as texture features and merged them near vital points to improve the feature
depiction of each face area. Authors’ of [8] used joint region learning to detect AU’s. In the proposed
strategy, they selected 49 vital points near the nose, mouth, and eyes. After that author’ extracted SIFT
features to symbolize each area. Kuo et al. [9] proposed a model which is based on CNN for expression
recognition. That model consisted of two convolutional layers and two fully connected layers.

A two-branch-based neural network having six layers was used for facial recognition in [10] which
extracts global features as well as local information. A dense CNN was proposed in [11] in which all
convolutional layers were fully connected with succeeding layers to classify facial expressions. A CNN
model for high inter-expression variations has been proposed by authors of [12] in which they described
that learning features are not inclined by facial expressions variations. They used expression and
identity-sensitive loss to prove it. Li et al. [13] proposed a lightweight network for the FER task named
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Facial Expression Recognition Network Auto-FERNet. The authors designed an unpretentious and
effective relabeling method which is based on the similarity of Facial Expressions to improvement
in the ambiguity problem caused by natural dynamics. The authors’ proposed method achieved an
accuracy of 73.78% in the FER2013 dataset.

In [14] Agrawal et al. presented two CNN models and evaluated the performance by analyzing the
effect of the size of kernel and filters on accuracy using the FER2013 database. In 2020, Li et al. [15]
presented the novelty by introducing the attention module in the model. The technique was tested
against different datasets and achieved an accuracy of 75.8% on the FER2013 dataset.

It has been observed from the literature that FER systems suffer from computational complexity
and low accuracy. There are multiple factors for these problems mainly because of intra-class variance
and the existence of imbalanced data among different expressions in the dataset. FER-2013 dataset
is a challenging dataset as images taken in this dataset suffer low contrast, illumination variation,
background and pose changes and also most of the samples contain partial images. These factors make
it more challenging for multiclass classification. The difference in cultural variations in expression
also plays its role in causing lower accuracy [16,17] and is a hindrance in the development of a robust
system. In this paper, we have developed an efficient system for the classification of expression by
applying preprocessing to handle contrast and illumination changes, and data augmentation to handle
data misbalancing issues. The system is trained using well-known CNN models. Hybrid features are
extracted and optimized to achieve better accuracy in lesser time.

The main contributions of the proposed work are summarized as follows:

• The proposed framework is reliable across all types of expressions, especially against disgust
and fear.

• The deep CNN features are extracted through average pooling layers of NASNet Mobile and
MobileNetV2 models using transfer learning.

• Features extracted through both models are then fused using serial-based fusion and are
optimized using the whale optimization technique.

• The optimized features show the robustness and perform equally well using a lesser number of
features.

• The system captures between-class variations and minimizes the within-class variations.
• The proposed framework is computationally efficient and most likely be used for real-time

applications.

This paper is organized in Section 2, and an overview of the proposed framework is presented.
The proposed technique steps preprocessing, feature extraction, feature fusion, and optimization are
described in subsections. The experimental setup along with related discussion is provided in Section
3. In Section 4, the conclusion and future work is discussed.

2 Proposed System Architecture

The system starts by taking the image dataset as input and performing some preprocessing. Firstly,
data is normalized and Contrast Limited Adaptive Histogram Equalization (CLAHE) is applied to
handle contrast and illumination variations. Two modified CNN models MobileNetV-2 and NasNet
Mobile are used for training input data. Features are extracted from both these trained networks
separately. We have used these trained features and tested them using 10-fold cross-validation.
Individual performance of both these networks is tested. Then features are combined ending up a
large feature vector. A large feature vector takes more time in training and testing. These features
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are optimized using well known improved Whale optimizer. Optimal numbers of features are then
used for classification. The architecture of the proposed methodology is shown in Fig. 1. There was a
significant improvement in the accuracy of the classification results.

Figure 1: Proposed system architecture

2.1 Preprocessing

The dataset used for experiments suffers from contrast, illumination variation, pose changes,
occlusion, and background irrelevant data and can be observed from the data samples shown in Fig. 2.
It requires necessary preprocessing before feature extraction. We have applied CLAHE for handling
the contrast variations in the image. It performs local enhancement by preserving the local variations.

Dataset Angry Disgust Fear Happy Neutral Sad Surprise

FER2013

MMA

Figure 2: Sample images from both datasets

CLAHE deals with the issue of over-enhancement. It works on the betterment of contrast and also
sustains the normal variation of classes which is of the most significance for improved classification.

When the characteristics of contrast are not similar throughout the image, histogram equalization
failed to handle such a situation in a better way. CLAHE is an advanced variation of Adaptive
Histogram Equalization (AHE) in which the computation of enhancement is altered by commanding a
user-stated measure to the height of the local histogram. Therefore, enhancement is lowered in uniform
regions of the image which ultimately avoids over-enhancement of noise and decreases the shadowing
effects of edges in unlimited AHE.

Fig. 2 shows the sample of images taken from both the datasets and variations and challenges are
quite evident in the sample. The dataset contains a sample of images taken from the FER-2013 Dataset
[18].

After preprocessing there is an improvement, in contrast, illumination, and background. There is
not only visual improvement but also better accuracy has been observed after performing these steps.
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Considerable enhancement can be seen in the sample images shown in Fig. 3. We have presented a
comparison of the original images with enhanced images.

Original 
Images

Enhanced

Images

Original 
Images

Enhanced

Images

Figure 3: Sample of images after contrast enhancement

To handle the problem of data imbalance, two methods have been applied to balance the dataset.
Firstly, the dataset is balanced by adding relevant expression images from other datasets, and secondly,
we have applied augmentation. The accuracy of the dataset is improved using augmentation and helps
in better training. It also overcomes the problem of overfitting. Furthermore, the dataset gets balanced.

2.2 Features Extraction Using CNN Models
2.2.1 Mobilenetv2

MobileNetv2 is an efficient neural network architecture, designed specifically considering the
needs of mobile and resource-constrained devices. It retains the same accuracy as other models
but significantly reduces the resource requirements. It has replaced the full convolutional operator
with the Depth wise Separable Convolutions. These are the basis for any efficient neural network
[19]. It has been used for solving many problems and has proven to be efficient both in terms of
time and accuracy [20]. The architecture contains the initial fully convolution layer with 32 filters,
followed by 19 residual bottleneck layers. ReLU6 is used as the non-linearity because it is robust when
used with low-precision computation. kernel size 3 × 3 is used as is standard for modern networks
and utilizes dropout and batch normalization during training. It uses 3.4 million parameters and is
computationally less expensive.

2.2.2 NASNet-Mobile

NASNet Mobile is a lightweight model which provides promising results. It uses only 3.2 million
parameters. It has been applied for solving many problems and is computationally the least expensive
and can be used for real-time systems. Vladimir Nekrasov et.al. used it for real-time segmentation [21].
Because of its fast convergence and efficiency Bharati et al. utilized this network for the estimation of
face attributes [22].
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2.2.3 Improved Whale Optimization Method

The whale optimization algorithm (WOA) is a swarm intelligence-based algorithm that imper-
sonates the social behavior of naturally seen bubble-net-feeding humpback whales [23]. It is a very
competitive optimization algorithm that is used by a variety of researchers for feature optimization.
The WOA algorithm avoids the local optima and considers the optimization algorithm as a black
box then evaluates the global optima using a precise mechanism. In any given optimization problem,
WOA generates and improves upon a set of features. This development is motivated by the behavior
of humpback whales to surround and swirl movement around their target [24]. WOA has main three
steps including shrinking, encircling, and spiral updating. Shrinking and encircling are exploitation
phases while the spiral updating step is searching for prey and is known as an exploration phase [25].
We have utilized an improved WOA algorithm [26] for the optimization of features.

3 Experimental Setup and Results

The proposed framework has been evaluated using a rigorous set of experiments using a publicly
available well-known and most challenging FER dataset taken from Kaggle FER2013. Experiments
are evaluated using numerous performance metrics like sensitivity, false negative rate, precision Rate,
F-1 score, and accuracy. Experimental results along with their analysis are presented in this section. A
comparison with existing state-of-art techniques is also presented.

3.1 Experimental Settings, Dataset, and Performance Measures

FER2013 dataset consists of 35886 facial expression images divided into seven different expres-
sions named angry, disgust, fear, happy, sad, surprised, and normal. All the images are of resolution
48 ∗ 48 and are grayscale images. Sample of images collected from the dataset are shown in Fig. 2.
Experiments are conducted using Core i7, 10th generation having 16 GB RAM and GPU having
8 GB GPU. MATLAB 2020a is used for performing experiments and training/testing the FER
2013 dataset. Thought experiments minibatch size of 32, a learning rate of 0.0001, a momentum
of 0.6, and maximum epochs of 500 are set. For experiments, we have a 50:50 train-to-test ratio.
To reduce biasness, we employed 10-fold cross-validation for all the experiments. For the evaluation
of classification performance several different classifiers, namely Fine Tree, Naïve Bayes, Gaussian
SVM, SVM (Quadratic), SVM (Cubic), K-Nearest Neighbor (KNN) with its variants i.e., Fine-KNN,
Cosine-KNN, Weighted-KNN, and Ensemble-Bagged Tree are run and results are presented.

Performance metrics like False Negative (FN), False Positive (FP), True Negative (TN), and True
Positive (TP) can be derived from the confusion matrix and the formula to calculate these metrics is
given in the equation given below.

Accuracy = TP + TN
TP + TN + FP + FN

(1)

Precision = TP
TP + FP

(2)

Specificity = TN
TN + FP

(3)

Recall = TP
TP + FN

(4)

F1 − score = 2 x
Recall x Precision
Recall + Precision

(5)
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Initially, the image dataset consists of 35887 images with distribution among seven different
expressions as shown in Table 1. After modification and augmentation, the dataset increased to 57799
with a distribution among seven expressions shown against the augmented dataset column in Table 1.

Table 1: FER-2013 dataset distribution among expressions

Expression Original dataset Augmented dataset
(No. of images) (No. of images)

Angry 4953 8963
Disgust 547 5089
Fear 5121 8704
Happy 8989 8989
Neutral 6198 8372
Sad 6077 8955
Surprise 4002 8727
Total 35887 57799

3.2 Experimental Results

The performance of the classification technique using different performance measures is shown
in Table 2 and Fig. 4. Dataset has been trained on 50 percent and tested using 50 percent. Testing
results are presented. A comprehensive set of experiments is conducted using different training to test
ratios. Dataset used is challenging in terms of occlusion, illumination, contrast, and partial images.
Through preprocessing technique, these issues have been addressed. However, it has been observed
that performance deteriorated mainly because of an imbalance in the dataset, especially in cases of
disgust, fear, and surprise. Due to the use of augmentation and data updating, there is considerable
improvement in accuracy. The deep learning model MobileNetV-2 is a pre-trained CNN model that is
fine-tuned by the use of replacement of three layers namely a fully connected layer, updated SoftMax,
and a revised classification layer. 1280 features are extracted and used for classification.

Table 2: Classification performance using MobileNetv2

Classifier Recall (%) Precision (%) F-1 score (%) Accuracy (%)

Fine tree 51.65 55.02 52.37 52.9
Naïve Bayes Gaussian 63.15 66.52 63.87 64.4
SVM (Quadratic) 73.55 76.92 74.27 73.8
SVM (Cubic) 70.35 73.72 71.07 73.6
KNN (Fine) 67.45 70.82 68.17 68.7
KNN (Cosine) 64.25 67.62 64.97 65.5
KNN (Weighted) 68.35 71.72 69.07 69.6
Ensemble (Bagged tree) 59.15 62.52 59.87 60.4
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Figure 4: Illustration of MobileNetv2 results with different classifiers

A feature set of 1280 is used for classification. In Table 2 classification performance using
MobileNetV2 is shown. It is evident from the results that consistent performance has been observed. It
is because of the data balance and preprocessing. Quadratic SVM and Cubic SVM have shown better
performance in terms of accuracy, precision, recall, and F-1 score.

To reduce the complexity of the algorithm resultant features extracted using MobileNetV2 are
optimized by using improved WOA. 458 optimal features are used for classification and passed to the
classifiers and the results are presented in Table 3 and Fig. 5. It is evident that almost similar accuracy
is achieved using a smaller number of features. Hence reduced training and testing time resulting in a
faster system.

Table 3: Experimental results using optimized features on trained MobileNetv2 models

Classifier Recall (%) Precision (%) F-1 score (%) Accuracy (%)

Fine tree 49.45 51.42 49.56 50.3
Naïve Bayes Gaussian 62.05 64.02 62.16 62.9
SVM (Quadratic) 71.95 73.92 72.06 72.8
SVM (Cubic) 68.85 70.82 68.96 70.7
KNN (Fine) 65.55 67.52 65.66 66.4
KNN (Cosine) 62.35 64.32 62.46 63.2
KNN (Weighted) 66.55 68.52 66.66 67.4
Ensemble (Bagged tree) 58.75 60.72 58.86 59.6
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Figure 5: Illustration of MobileNetv2 optimized results with different classifiers

The preprocessed dataset is passed to another lightweight CNN model NasNetMobile. The
transfer learning model is trained and 1280 features are extracted. Results are compiled using these
features and are shown in Table 4 and Fig. 6. The performance of the NasNetMobile CNN model
has been evaluated using a Fine tree, Naïve Bayes Gaussian, SVM (Quadratic), SVM (Cubic), KNN
(Fine), KNN (cosine), KNN (weighted), and Ensemble (Bagged Tree) classifiers. The accuracy rate
of 53.8%, 66.2%, 74.9%, 69.1%, 69.8%, 68.9%, and 61.8% have been achieved using Fine tree, Naïve
Bayes Gaussian, SVM (Quadratic), SVM (Cubic), KNN (Fine), KNN (cosine), KNN (weighted), and
Ensemble (Bagged Tree) classifiers respectively.

Table 4: Experimental results using the NasNetMobile model

Classifier Recall (%) Precision (%) F-1 score (%) Accuracy (%)

Fine Tree 52.68 54.23 53.17 53.8
Naïve Bayes Gaussian 65.08 66.63 65.57 66.2
SVM (Quadratic) 73.78 75.33 74.27 74.9
SVM (Cubic) 74.48 76.03 74.97 75.6
KNN (Fine) 67.98 69.53 68.47 69.1
KNN (Cosine) 68.68 70.23 69.17 69.8
KNN (Weighted) 67.78 69.33 68.27 68.9
Ensemble (Bagged tree) 60.68 62.23 61.17 61.8

The best result Cubic SVM has performed better and 75.6% has been achieved as compared to
other classifiers.
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Figure 6: Illustration of NasNetMobile results with different classifiers

Features extracted using NasNetmobile are also optimized using WOA and optimal features are
passed to the classifiers for testing. Results are presented in Table 5 and Fig. 7.

Table 5: Experimental results using deep learning (NasNetMobile) model with optimized features

Classifier Recall (%) Precision (%) F-1 score (%) Accuracy (%)

Fine tree 52.8 55.04 53.49 54.1
Naïve Bayes Gaussian 64.6 66.84 65.29 65.9
SVM (Quadratic) 72.3 74.54 72.99 73.6
SVM (Cubic) 74.8 77.04 75.49 78.1
KNN (Fine) 68 70.24 68.69 69.3
KNN (Cosine) 64.2 66.44 64.89 65.5
KNN (Weighted) 67.8 70.04 68.49 69.1
Ensemble (Bagged tree) 59.6 61.84 60.29 60.9

Dataset has diversity and is challenging. One model extracts feature using a different process.
There is a chance of irrelevant information that may lead to misclassification. For this, we have
optimized features extracted using both models. Optimized Features are fused using serial fusion. It has
been observed that there is a lot of improvement in the performance of the classification. Furthermore,
results are consistent using all the performance measures. Importantly, Cubic SVM has performed best
and 82.5% accuracy is achieved. Results of the proposed technique are shown in Table 6 and Fig. 8.
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Figure 7: Illustration of NasNetMobile optimized results with different classifiers

Table 6: Proposed technique experimental results using optimal fused features

Classifier Recall (%) Precision (%) F-1 score (%) Accuracy (%)

Fine Tree 56.4 57.4 56.4 56.9
Naïve Bayes Gaussian 66.9 67.9 66.9 67.4
SVM (Quadratic) 78.3 79.3 78.3 78.8
SVM (Cubic) 81.5 82.5 81.5 82.0
KNN (Fine) 70.2 71.2 70.2 70.7
KNN (Cosine) 69 70 69 69.5
KNN (Weighted) 71.1 72.1 71.1 71.6
Ensemble (Bagged tree) 64.9 65.9 64.9 65.4

Fig. 9, illustrates the confusion matrix of the different expressions. Here, we get 53.4%, 81.2%,
50.7%, 76%, 52.8%, 46.3% and 81.5% accuracy rate for angry, disgust, fear, happy, sad and surprise
expression respectively. We noticed that the angry expression is mostly confused with fear and sad
expression. The sad expression is the most challenging facial expression classified with a lower accuracy
rate of 46.3% as compared to other expressions. This expression is misclassified as fear and neutral.

3.3 Comparison with the State-of-the-Art Techniques

A comprehensive set of experiments are performed using the different train-to-test ratios. Consis-
tent results are observed. Results are shown in Table 7 are the best classifier using a lesser number of
features. It is evident from the Table 7 that the proposed technique has outperformed all the existing
techniques.
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Figure 8: Illustration of proposed method results using optimized features with different classifiers

Figure 9: Confusion matrix showing the results of the different facial expression classes

Table 7: Comparison of state-of-the-art techniques

Reference/Technique Accuracy (%)

Li et al. [15] 75.8
Lee et al. [25] 65
Wang et al. [27] 73.75
Jiang et al. [28] 70.8
Hussein et al. [29] 81

(Continued)
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Table 7: Continued
Reference/Technique Accuracy (%)

Kaviya et al. [30] 65
Proposed 82.5

4 Conclusion

Facial expression recognition and classification is a widely used research domain and has its utility
in a variety of disciplines. In this paper novel, framework FER problem has been investigated by
focusing on patient monitoring. The proposed model has been developed and tested using the most
challenging dataset FER2013. Preprocessing is done by handling contrast enhancement and illumi-
nation variations. The dataset is balanced using augmentation and addition of new images especially
disgust, fear, and sad expressions. Two efficient lightweight deep learning models MobileNetV2 and
NasNet-Mobile are employed for significant feature extraction. Features extracted from these two
models are optimized using improved WOA and are fused for classification. Improved results are
achieved using 10-fold cross-validation. In future work, we plan to investigate the proposed model
for Ulcer classification [31], medical records classification [32,33], and face analysis [34,35].
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