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Abstract: The Coronavirus Disease (COVID-19) pandemic has exposed the
vulnerabilities of medical services across the globe, especially in underdevel-
oped nations. In the aftermath of the COVID-19 outbreak, a strong demand
exists for developing novel computer-assisted diagnostic tools to execute rapid
and cost-effective screenings in locations where many screenings cannot be
executed using conventional methods. Medical imaging has become a crucial
component in the disease diagnosis process, whereas X-rays and Computed
Tomography (CT) scan imaging are employed in a deep network to diagnose
the diseases. In general, four steps are followed in image-based diagnostics
and disease classification processes by making use of the neural networks,
such as network training, feature extraction, model performance testing and
optimal feature selection. The current research article devises a Chaotic
Flower Pollination Algorithm with a Deep Learning-Driven Fusion (CFPA-
DLDF) approach for detecting and classifying COVID-19. The presented
CFPA-DLDF model is developed by integrating two DL models to recognize
COVID-19 in medical images. Initially, the proposed CFPA-DLDF technique
employs the Gabor Filtering (GF) approach to pre-process the input images.
In addition, a weighted voting-based ensemble model is employed for feature
extraction, in which both VGG-19 and the MixNet models are included.
Finally, the CFPA with Recurrent Neural Network (RNN) model is utilized
for classification, showing the work’s novelty. A comparative analysis was
conducted to demonstrate the enhanced performance of the proposed CFPA-
DLDF model, and the results established the supremacy of the proposed
CFPA-DLDF model over recent approaches.
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1 Introduction

Chest X-ray imaging is one of the promising techniques used in both diagnosis and the monitoring
of several lung diseases such as pneumonia, tuberculosis, hernia infiltration and atelectasis [1,2].
COVID-19, a manifestation of lung infection and upper respiratory tract, was initially identified in
Wuhan city, China, in late 2019. It majorly affects the airways and lungs of the infected individuals
[3]. This deadly virus spread across the globe quickly and was announced as a pandemic by the World
Health Organization (WHO). The number of cases and the resultant deaths have been increasing day-
by-day since early 2020. Chest X-ray images are highly helpful in the prognosis of COVID-19 and
detecting the impact caused by the disease upon the lung tissues. Subsequently, chest X-ray imaging
has become a first-stage technique in detecting Coronavirus Disease (COVID-19) infection [4].

In automating processes like disease diagnosis and classification, the Computer-Aided Diagnosis
(CAD) system offers important solutions to healthcare professionals and researchers in terms of
detection and confirmation of the presence of coronavirus disease using novel classification techniques
[5,6]. In this background, the CAD system has become an important domain of research. In COVID-
19 disease diagnosis research, the CAD system uses Deep Learning (DL) or Machine Learning (ML)
methods to evaluate all forms of a patient’s data, including their clinical data images and forecast
their disease conditions. This assessment method enhances the outcomes of the diagnostic procedures
and assists the medical professionals in the decision-making process, which in turn enhances the
prognosis as well [7]. Hence, the CAD mechanism is considered a powerful tool for radiotherapists
to improve diagnostic approaches like chest radiographs, Computed Tomography (CT) scan and so
on. Both DL and ML approaches were originally launched for the development of expert systems
since these techniques play an important role in health care management, especially in the deployment
of clinical decision support mechanisms [8]. These techniques not only support the classification of
the diseases like muscle diseases, breast cancer, pneumonia and tuberculosis but are also helpful in
the detection, diagnosis and classification of Coronavirus Disease (COVID-19) [9]. Further, DL and
ML techniques are evolving technologies in the healthcare domain since these techniques are capable
of producing highly-accurate prediction results, which is an important contribution to the healthcare
automation process [10]. But, it is challenging to select the most appropriate DL or ML strategy since
numerous strategies have been proposed and validated earlier, while most of the techniques render
effectual results in the diagnosis of Coronavirus Disease (COVID-19).

Kumar et al. [11] presented a structure that collects small volumes of data from diverse sources
(i.e., clinics) and trains the global DL method using a blockchain-related federated learning process.
Blockchain (BC) technology validates the data, whereas the federated learning method trains the
method worldwide. It helps in conserving the privacy of the organization. Initially, the authors
presented a data normalization method to cover the heterogeneity of the data since it was collected
from different hospitals using distinct forms of Computed Tomography (CT) scanners. Followed
by the Capsule Network-related classification and segmentation were employed in the detection of
Coronavirus Disease (COVID-19). Finally, a technique was devised to provide joint training to a global
method with the help of BC technology and achieve federated learning during privacy preservation. In
the study conducted earlier [12], the researchers proposed the MobileNet-V2 and VGG16 models using
RMSprop and ADAM optimizers, respectively, for automatic detection of the Coronavirus Disease
(COVID-19) from chest X-ray images and its differentiation from the rest of the pneumonia diseases.
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Afterwards, the efficacy of the suggested method was improved by applying both Transfer Learning
(TL) as well as data augmentation methods. These methods were utilized to address the overfitting
issues.

Vaid et al. [13] devised a Deep Learning (DL) method to increase the accuracy of the reported
cases and predict the disease using chest X-ray scan images. This method was developed based on
the Convolutional Neural Networks (CNNs) method for detecting the disease and its categorization
based on structural abnormalities. These structural abnormalities are the key entities that can reveal
the hidden forms of Coronavirus Disease (COVID-19). So, a TL method was executed to recognize
the presence of the disease in the chest anterior-posterior radiographs of the patients. In literature
[14], a precise and effective DL CNN-related ensemble method was proposed using the DL technique.
This study, 2,022 pneumonia cases were considered, whereas 5,863 normal chest X-ray images were
collected from online resources and earlier publications. To improve the detection accuracy, both
contrast enhancement and image normalization techniques were applied to produce high-quality
images during the pre-processing stage itself. In the study conducted earlier [15], the authors mainly
concentrated on the part of image processing or speech signals to detect the presence of Coronavirus
Disease (COVID-19).

The current research article devises a Chaotic Flower Pollination Algorithm with a Deep Learning
Driven Fusion (CFPA-DLDF) approach for detecting and classifying Coronavirus Disease (COVID-
19). The presented CFPA-DLDF model is developed by integrating two DL models to identify the
Coronavirus Disease (COVID-19) from the medical images. Initially, the proposed CFPA-DLDF
technique employs the Gabor Filtering (GF) approach to pre-process the input images. In addition,
a weighted voting-based ensemble model is employed for feature extraction in which both VGG-19
and MixNet models are included. Finally, the CFPA with Recurrent Neural Network (RNN) model
is utilized for classification, which shows the novelty of the work. To demonstrate the enhanced
performance of the proposed CFPA-DLDF model, a comparative study was conducted, and the
results were discussed under different measures.

The rest of the paper is organized as follows. Section 2 discusses the proposed model, Section 3
details the performance validation of the model and Section 4 draws the conclusion for the study.

2 The Proposed Model

In the current study, a novel CFPA-DLDF technique has been developed for detection and the
classification of Coronavirus Disease (COVID-19). The presented CFPA-DLDF model is developed
by integrating two DL models to recognize the Coronavirus Disease (COVID-19) from the medical
images. Initially, the proposed CFPA-DLDF technique exploits the GF approach to pre-process the
input images. In addition, a weighted voting-based ensemble model is employed for feature extraction
in which both VGG-19 and MixNet models are included. Finally, the CFPA model is utilized with the
RNN model for classification, which shows the novelty of the work. Fig. 1 shows the block diagram
of the CFPA-DLDF approach.
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Figure 1: Block diagram of the CFPA-DLDF approach

2.1 Image Filtering

Initially, the CFPA-DLDF technique exploits the GF approach to pre-process the input image.
GF, a bandpass filter, is a successful technique commonly applied in machine vision and image
processing applications [16]. A two-dimensional GF is a complex sinusoidal grating that is modulated
with the help of two-dimensional Gaussian envelope. The two dimensional coordinates are (a, b),
whereas the GF encompasses both real and imaginary components as given herewith.

Gδ,θ ,ψ ,σ ,γ (a, b) = exp
(

−a′2 + γ 2b′2

2σ 2

)
× exp

(
j
(

2π
a′

δ
+ ψ

))
(1)

Here,

a′ = a cos θ + b sin θ (2)

b′ = −a sin θ + b cos θ (3)

At this point, θ indicates the orientation separation angle of the Gabor kernel, whereas δ describes
the wavelength of the sinusoidal factor. Given that θ lies in the range of [0o, 180o], ψ indicates the
phase offset, σ denotes the standard derivation of the Gaussian envelope and ψ = 0 and ψ = π/2
correspond to imaginary and real parts of the GF. The parameter 0 is determined to be 6, whereas the
frequency bandwidth ‘bw’ is described with the help of Eq. (4).

σ = δ

pi

√
ln2
2

2bw + 1
2bw − 1

(4)

2.2 Fusion Based Feature Extraction

A weighted voting-based ensemble model is employed for feature extraction in which both VGG-
19 and MixNet models are improved. In this weighted voting-based ensemble mechanism, a DL model
is incorporated, and the maximal outcome is selected through weighted-voting mechanism. The voting
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method is trained by each vector, after which a ten-fold cross validation accuracy is estimated with the
help of a Fitness Function (FF). Assuming that n number of classes and D base classification models
are fixed for voting, the prediction class ck of the weighted voting for every instance k is determined
as follows.

ck = arg max
j

∑D

i=1

(
�ji × wi

)
, (5)

In Eq. (5), �ji represents the binary parameter. Once the i-th base classification model classifies
k instance into j-th class, �ji = 1; then, �ji = 0. Here, wi represents the weight of the i-th base
classification mechanism. Then, the accuracy is determined as given below.

Acc =
∑

k {1|ck is the true class of instance k}
Size of test instances

× 100%. (6)

2.2.1 VGG-19 Model

CNN is the most commonly-used deep neural network technique in evaluating visual images. It
is composed of neurons with learned biases and weights. Furthermore, it also contains hidden output
and input layers. In a feedforward neural network, the middle layer is named as the hidden layer,
whereas in the CNN method, the hidden layer is used for the implementation of the convolution layer.
The CNN method has two primary models, as briefed herewith.

• Feature extraction or hidden layer: The network performs a sequence of pooling and convolu-
tion processes when a feature is identified.

• Classification: The full connection layer serves as a classification layer on top of the extracted
feature by allocating a likelihood for the predicted objects.

VGG remains a novel component in CNN method after AlexNet [17]. VGG was originally
conceived and developed in the name of ‘Visual Geometry Group’ at Oxford. The major involvement
of VGG is to demonstrate that localisation or classification performance gets enhanced by increasing
the depth of the CNN technique instead of utilizing it only in small receptive fields. VGG19 is a CNN
method and has a total of 19 layers as briefed herewith.

• It has a fixed input size of 224 ∗ 224. For an RGB image, the input can be transformed to
224 ∗ 224 ∗ 3. Here, two 224 values denote the height and the weight, respectively, whereas ‘3’
corresponds to the RGB channel.

• A kernel of 3 ∗ 3 using a stride size of 1 pixel.
• A max pooling of 2 ∗ 2-pixel window using a stride of 2.
• A Rectified Linear Unit (ReLU) for nonlinearity operation (the preceding modes utilize sigmoid

or tanh).
• It has a tree FC layer in which the two initial layers have a size of 4096, whereas the final layer

has 1,000 channels that are class-counted in ImageNet datasets.
• The layer comprises a Softmax function.

2.2.2 MixNet Model

CNN model, developed on the basis of traditional convolution operation, is challenging to apply
in real-time scenarios. This is attributed to the presence of numerous parameters in it with complex
calculations. A sequence of lightweight convolution operators is presented to increase the accuracy of
the model. Depthwise separable convolutional layer is the commonly-applied lightweight convolution
operator [18]. It can be divided into pointwise- and depthwise-convolutions. Initially, it convolutes a
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single channel at a time using a convolution kernel sized at 3. Next, it makes use of a feature map
with 1 × 1 convolution kernel. Given that N Dk × Dk corresponds to a feature view, 1 convolutional
sliding step is applied in the convolution of the feature map with DF × DF × M dimensions. The output
feature map with DF × DF × N dimensions is involved as given below.

Dk × Dk × M × N (7)

The parameters, included in a depth-wise separable convolution operation, are shown below.

Dk × Dk × M + 1 × 1 × M × N (8)

The computation, included in the traditional convolution operation, is given herewith.

Dk × Dk × M × N × DF × DF (9)

The computation, included in a depth-wise separable convolution operation, is described herewith.

Dk × Dk × M × DF × DF × M × N × DF × DF (10)

The ratio of the two operations is given below.

Dk × Dk × M × DF × DF × M × N × DF × DF

Dk × Dk × M × N × DF × DF

(11)

A depth-wise separable convolution employs a comparable size of 3 × 3 convolution kernels in
the computation model; but, a network with large convolution kernels such as 5 × 5 or 7 × 7 confirms
that a large convolution kernel enhances both accuracy as well as efficiency of the module. But the
experiment demonstrates that it is rare to achieve a large and a better convolution kernel; at the same
time, a large convolution kernel can reduce the accuracy of the model. Now, the MDConv splits the
input channel sized M into C groups. Then, it convolves each and every group with kernels of dissimilar
sizes. The depth-wise separable convolutions split the M-sized input channel into M groups after which
the convolution calculation is performed for every group with a comparable kernel size.

2.3 RNN-Based Image Classification

In this study, the RNN technique is utilized for the purpose of classification [19]. A basic RNN
structure, as given in Fig. 2, has a hidden layer, an output layer and an input layer. Assume a sequential
sample of length, x = [x1, x2, x3, . . . , xT−1, xT ], RNN reads x in the order of x1 to xT , computes the
hidden state ht and output 0t by iterating the subsequent equations from t = 1 to T

ht = f (Wxh · xt + Whh · ht−1) , t = 1 . . . T (12)

0t = f (Whx · ht) , t = 1 . . . T (13)

Here, Wxh ∈ R
m×d, Whh ∈ R

m×m and Whx ∈ R
m×n indicate the weights of the input-hidden, hidden-

hidden and hidden-output correspondingly. Further, d, m & n denote the sizes of the input, hidden,
and output layers respectively. Likewise, f (·) denotes the activation operation that functions on every
component. In general, the last output 0T is utilized as a Softmax classifier feature for the prediction of
the label, since it contains the data for the entire sequential data, x. Owing to the outstanding modelling
of the sequential data, the RNN method attains a state-of-the-art performance on the classification
procedures.
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Figure 2: Framework of the RNN model

2.4 CFPA Based Hyperparameter Tuning

The CFPA model is used to fine-tune the hyperparameters [20–24] involved in the RNN model.
It is a modified metaheuristic approach that was improved by adapting a major concept from FPA.
The FPA model was initially developed as a simulation of natural processes [25]. The CFPA model has
two major evolutionary phases namely, local and global pollination. Unlike the former approach, i.e.,
the novel FPA which uses the data of the finest individual from the existing generation, the presented
algorithm considers the information of the entire population. The global pollination is mathematically
expressed as given herewith.

St+1
i = St

i + α (t) L1 (λ)
(
St

i − g∗
) + β (t) L2 (λ) Ct

i (14)

In Eq. (14), the i-th pollen or the solution vector Si at t-th generation is represented by St
i , while the

vector representation for data of the population, with respect to i-th individual at t-th generation, is
denoted by Ct

i . The constants, associated with the problem scale at t-th generation, are indicated by α (t)
and β (t). The existing optimal individuals found amongst the population in the present generation
are represented by g∗. In this technique, the Levy flight is applied by the CFPA model. However, the
expression is dissimilar to the one that is utilized in the Enhanced Cuckoo Search algorithm. To be
specific, the variable L1 refers to the power of the pollination and is derived from Levy distribution.

L1 (λ) ∼ λ� (λ) sin (πλ/2)

π

1
t1+λ

(15)

L2 (λ) = t−λ (λ ∈ [1, 3]) (16)

In this equation, the standard gamma function is represented by � (λ) and the distribution is
effective for a large step, t > 0. The current iteration is denoted by t and the scaling factor to control
the step size is denoted by λ. Like ICS, the CFPA method too employs a similar functionalization for
α and β.

α (t) = αmax e
t
T ln(

αmin
αmax ) (17)
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β (t) = βmaxe
t
T ln

(
βmin
βmax

)
(18)

p (t) = pmax − t
T

(pmax − pmin) (19)

In the equations given above, pmax and pmin denote the upper and the lower bounds of the global
pollination possibility values. Further, p (t) corresponds to the possibility of the global pollination at
t-th generation. αmax and αmin denote the maximum and minimum values of α. βmax and βmin indicate
the maximum and minimum values of β. T refers to the maximal number of generations. The index
of the existing generation is denoted by t.

At the time of global pollination, the CFPA approach applies the dataset of the existing popula-
tion. Here, Ct

i denotes the vector representation of the population data with regards to i-th individual
at t-th generation. To be specific, Ct

i can be evaluated using the following equation.

Ct
i =

∑
k
Qt

ik

(
St

k − St
i

)
(20)

In Eq. (20), Qik (t) represents the contribution of the k-th individual to Ct
i and is evaluated as

follows.

Qik =
∑

ik

maxfitness (S)

fitness (Sk)∑n

j=1

∑
ik

maxfitness (S)

fitness (Sk)

(21)

Eik =
{

1 whenfitness (Sk) < fitness (Si)

0 elsewhere
(22)

The aim of this amendment is to increase the global search process that is crucial for localizing the
situation of the optimum solution. It minimizes the possibility of the ‘bad’ outcomes that are produced
by randomly-initialized poor solutions and broadens the search scale of the proposed algorithm.
Having been exaggerated by flower constancy and local pollination, the updated individual process is
given below.

St+1
i = St

i + ε
(
St

j − St
k

)
(23)

In Eq. (23) St
j and St

k denote the pollens from dissimilar flowers of the identical species. ε is
derived from standard distribution that lies between 0 and 1. At last, a switching possibility is promised
between local and the global pollinations.

3 Results and Discussion

The presented model was experimentally validated using a dataset with 6,448 samples under two
classes namely, COVID and healthy and the dataset details are shown in Table 1.

Fig. 3 portrays the confusion matrices generated by the proposed CFPA-DLDF model with
distinct training (TR) and testing (TS) datasets. On 70% of TR data, the proposed CFPA-DLDF model
categorized 2,203 samples under COVID class and 2,255 samples under healthy class. Also, on 30%
of TS data, the CFPA-DLDF approach classified 955 samples under COVID class and 952 samples
under healthy class. In addition, on 20% of TS data, the presented CFPA-DLDF system recognized
651 samples under COVID class and 628 samples under healthy class respectively.
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Table 1: Dataset details

Class No. of images

COVID 3224
Healthy 3224
Total number of images 6448

Figure 3: Confusion matrices of CFPA-DLDF approach (a) 70% of TR data, (b) 30% of TS data, (c)
80% of TR data, and (d) 20% of TS data
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Table 2 and Fig. 4 provide a detailed overview on the classification outcomes achieved by the
CFPA-DLDF model using 70% TR data and 30% TS data. The results imply that the proposed CFPA-
DLDF model achieved improved outcomes. For instance, with 70% of TR data, the proposed CFPA-
DLDF model reached an average accuy of 98.78%, precn of 98.80%, sensy of 98.78%, specy of 98.78%
and an Fscore of 98.78%. Also, with 30% of TR data, the presented CFPA-DLDF approach attained
an average accuy of 98.55%, precn of 98.55%, sensy of 98.56%, specy of 98.56% and an Fscore of 98.55%.

Table 2: Results of the analysis of the CFPA-DLDF approach under different measures using 70% TR
and 30% TS datasets

Labels Accuracy Precision Sensitivity Specificity F-score

Training phase (70%)

COVID 98.78 99.64 97.91 99.65 98.77
Healthy 98.78 97.96 99.65 97.91 98.80

Average 98.78 98.80 98.78 98.78 98.78

Testing phase (30%)

COVID 98.55 99.07 98.05 99.06 98.56
Healthy 98.55 98.04 99.06 98.05 98.55

Average 98.55 98.55 98.56 98.56 98.55

Figure 4: Average analysis results of the CFPA-DLDF approach under 70% TR and 30% TS datasets

Table 3 and Fig. 5 present a brief overview on the classification outcomes accomplished by the
proposed CFPA-DLDF method on 80% TR data and 20% TS datasets. The results infer that the
presented CFPA-DLDF technique achieved enhanced results. For example, with 80% TR data, the
CFPA-DLDF approach achieved an average accuy of 99.01%, precn of 99.01%, sensy of 99.01%, specy

of 99.01 and an Fscore of 99.01%. Additionally, with 20% of TR data, the proposed CFPA-DLDF
methodology obtained an average accuy of 99.15%, precn of 99.16%, sensy of 99.14%, specy of 99.14%
and an Fscore of 99.15%.
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Table 3: Results of the analysis of the CFPA-DLDF approach under different measures using 80% TR
and 20% TS datasets

Labels Accuracy Precision Sensitivity Specificity F-score

Training phase (80%)

COVID 99.01 98.57 99.46 98.57 99.01
Healthy 99.01 99.45 98.57 99.46 99.01

Average 99.01 99.01 99.01 99.01 99.01

Testing phase (20%)

COVID 99.15 98.79 99.54 98.74 99.16
Healthy 99.15 99.52 98.74 99.54 99.13

Average 99.15 99.16 99.14 99.14 99.15

Figure 5: Average analysis results of the CFPA-DLDF approach under 80% TR and 20% TS datasets

Both Training Accuracy (TA) and Validation Accuracy (VA) values, acquired by the proposed
CFPA-DLDF approach on test dataset, are illustrated in Fig. 6. The experimental outcomes infer
that the proposed CFPA-DLDF method reached the maximum TA and VA values whereas VA values
were higher than the TA values.

Both Training Loss (TL) and Validation Loss (VL) values, attained by the proposed CFPA-DLDF
method on test dataset, are showcased in Fig. 7. The experimental outcomes infer that the proposed
CFPA-DLDF algorithm achieved the minimal TL and VL values whereas VL values were lower than
the TL values.

A clear precision-recall analysis was conducted upon the CFPA-DLDF technique using the test
dataset and the results are displayed in Fig. 8. The figure infers that the proposed CFPA-DLDF
algorithm achieved enhanced precision-recall values under all the classes.
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Figure 6: TA and VA analyses results of the CFPA-DLDF method

Figure 7: TL and VL analyses results of the CFPA-DLDF method

A brief Receiver Operating Characteristic (ROC) scrutiny analysis was conducted upon the CFPA-
DLDF methodology using the test dataset and the results are illustrated in Fig. 9. The results indicate
that the proposed CFPA-DLDF method exhibited its ability in categorized the dataset under distinct
classes.
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Figure 8: Precision-recall curve analysis results of the CFPA-DLDF method

Figure 9: ROC curve analysis results of the CFPA-DLDF method

Table 4 demonstrates the overall comparative study results accomplished by the proposed CFPA-
DLDF model and other recent models.
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Table 4: Comparative analysis results of the CFPA-DLDF approach and other recent methodologies

Methods Accuracy Precision Sensitivity Specificity

CFPA-DLDF 99.15 99.16 99.14 99.14
InceptionResNet-v2 96.66 96.70 94.65 97.23
Inception-v3 95.23 97.79 94.67 95.84
ResNet101 95.49 94.18 96.61 94.09
VGG-19 97.13 95.07 96.20 96.40
COVID-Net 94.66 95.40 94.07 97.16
DarkCovidNet 94.48 96.46 94.38 94.54

Fig. 10 demonstrates the comparison study results achieved by the proposed CFPA-DLDF model
and other existing models in terms of accuy. The figure implies that both COVID-Net and the Dark-
CovidNet models achieved the least accuy values such as 94.66% and 94.48% respectively. Likewise,
the other models such as Inception-v3, ResNet101 and InceptionResNet-v2 models accomplished
moderately increased accuy values such as 95.23%, 95.49% and 96.66%. Though the VGG-19 gained
a reasonable accuy of 97.13%, the proposed CFPA-DLDF model accomplished the highest accuy of
99.15%.

Figure 10: Accuy analysis results of the CFPA-DLDF approach and other recent methodologies

Fig. 11 signifies the comparative analysis outcomes accomplished by the proposed CFPA-DLDF
method and other existing models in terms of precn. The figure implies that both COVID-Net and
DarkCovidNet models produced the least precn values such as 95.40% and 96.46% correspondingly.
Also, the other models such as Inception-v3, ResNet101 and InceptionResNet-v2 techniques estab-
lished moderately increased precn values such as 97.79%, 94.18% and 96.70% respectively. Though
the VGG-19 model reached a reasonable precn of 95.07%, the proposed CFPA-DLDF method
accomplished the highest precn of 99.16%.
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Figure 11: Precn analysis results of the CFPA-DLDF approach and other recent methodologies

Fig. 12 illustrates the detailed inspection outcomes of the proposed CFPA-DLDF technique and
other existing models in terms of sensy. The figure denotes that both COVID-Net and DarkCovidNet
algorithms produced the least sensy values such as 94.07% and 94.38% correspondingly. Moreover,
the other models such as Inception-v3, ResNet101 and InceptionResNet-v2 models accomplished
moderately increased sensy values such as 94.67%, 96.61% and 94.65% correspondingly. Though
the VGG-19 model acquired a reasonable sensy of 96.20%, the proposed CFPA-DLDF method
accomplished the highest sensy of 99.14%.

Figure 12: Sensy analysis results of the CFPA-DLDF approach and other recent methodologies

Fig. 13 shows the results of the comparison analysis conducted between the proposed CFPA-
DLDF method and other existing models in terms of specy. The figure displays that both COVID-
Net and DarkCovidNet techniques produced the least specy values such as 97.16% and 94.54% corre-
spondingly. Furthermore, the other models such as Inception-v3, ResNet101 and InceptionResNet-v2
established moderately increased specy values such as 95.84%, 94.09% and 97.23% respectively. Though
the VGG-19 model achieved a reasonable specy of 96.40%, the proposed CFPA-DLDF algorithm
achieved a maximum specy of 99.14%.
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Figure 13: Specy analysis results of the CFPA-DLDF approach and other recent methodologies

4 Conclusion

In this work, a novel CFPA-DLDF technique has been developed for detection and the classi-
fication of the Coronavirus Disease (COVID-19). The presented CFPA-DLDF model is developed
by integrating two DL models to recognize the Coronavirus Disease (COVID-19) from the medical
images. Initially, the proposed CFPA-DLDF technique exploits the GF approach to pre-process the
input image. In addition, a weighted voting-based ensemble model is deployed as a feature extractor in
which both VGG-19 and MixNet models are included. Finally, the CFPA is utilized with RNN model
for the purpose of classification, which shows the novelty of the work. To demonstrate the enhanced
performance of the proposed CFPA-DLDF model, a comparative study was conducted and the results
established the supremacy of the proposed CFPA-DLDF model over recent approaches. In the future,
the performance of the CFPA-DLDF model can be improved with the help of contrast improvement
approaches.
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