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Abstract: Wheat species play important role in the price of products and
wheat production estimation. There are several mathematical models used for
the estimation of the wheat crop but these models are implemented without
considering the wheat species which is an important independent variable. The
task of wheat species identification is challenging both for human experts as
well as for computer vision-based solutions. With the use of satellite remote
sensing, it is possible to identify and monitor wheat species on a large scale
at any stage of the crop life cycle. In this work, nine popular wheat species
are identified by using Landsat8 operational land imager (OLI) and thermal
infrared sensor (TIRS) data. Two thousand samples of each wheat crop species
are acquired every fifteen days with a temporal resolution of ten multispectral
bands (band two to band eleven). This study employs random forest (RF),
artificial neural network, support vector machine, Naive Bayes, and logistic
regression for nine types of wheat classification. In addition, deep neural
networks are also developed. Experimental results indicate that RF shows
the best performance of 91% accuracy while DNN obtains a 90.2% accuracy.
Results suggest that remotely sensed data can be used in wheat type estimation
and to improve the performance of the mathematical models.

Keywords: Mathematical model; wheat crop estimation; landsat8; remote
sensing; machine learning; random forest; deep neural network

1 Introduction

Agriculture is the backbone of Pakistan’s economy. No country can deny the need for accurate
crop cultivated information in today’s modern world. It’s one of the most important parts of the
economy, contributing 24% of gross domestic product (GDP) [1]. Another proof of its importance
is the fact that 43.3% of the country’s workforce is active in this field [2]. The Punjab province of
Pakistan is the country’s largest producer of cash crops. Additionally, more than half of Punjab’s area
is farmed [3].
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Due to the increase in population, food security is a big challenge in Pakistan. Food estimation
and proper management are required to assure the necessary food production and to guarantee food
security [4]. Pakistani government took necessary actions to increase the production of wheat and
succeeded in a small increase in the production of wheat. According to [5], new varieties of wheat seeds
have great potential to increase production but need technical skills to use the new inputs efficiently.
A higher level of expertise is needed to adopt varietal change. Most of the simulation models do not
consider the varieties factor in their estimation while specific seed variety helps to maintain genetic
resistance to diseases and pests [6]. It is a challenging task for a human expert to identify the wheat seed
varieties using the crop at different stages. Satellite remote sensing is an effective tool used to monitor
crop growth at a large scale. In addition, it can identify wheat crop varieties during different stages.
The information gathered using satellite imagery helps mathematicians enhance the crop estimation
model. Planners and decision-makers like to forecast crop yields. By remote sensing data, it is possible
to predict crop yield before harvest time, which contributes to making informed decisions on food
security [7]. This information is also beneficial for the government and policymakers to efficiently
control the import and export of agricultural products.

China’s agriculture remote sensing monitoring system (CHARMS) [8] was developed in 2001
for monitoring crops remotely. An updated version named China crop growth monitoring system
(China-CGMS) was launched in 2002. A case study is presented which explores how weather data,
crop attributes data, soil information data, field survey data, as well as agro-meteorological modeling,
and statistical analysis tools can be used for crop monitoring, output estimation, variety prediction,
etc. It helps build new crop types, and calendars and parameters like soil and weather data can be used
to get better production by adopting the growth monitoring system.

Crop type classification and prediction are important aspects of the agriculture sector and several
approaches can be found in the literature. The authors in [9] examine the yield performance of newly
released wheat varieties when sown later in the season under rainy conditions. During the winter season
of 2014-15, a field experiment was carried out at an agriculture research farm in Pakistan using
a randomized complete block design (RCBD) with split plot layouts in three replications. Thirteen
wheat types were planted on five different days at a seed rate of 130 kg ha-1. One bag of urea (N 46%)
and di-ammonium phosphate were used as nutrients (N 18% and P 46%). Differences in plant height
(cm), spikes m-2, spike weight (g), and thousand grains weight (g) arose from both planting dates and
cultivars. It was concluded that Chakwal-50 and Pak.-2013 wheat crops have higher grain yields for
future food security. To meet the needs of the growing population, it is important to replace the existing
low-yielding varieties with improved available wheat varieties.

For determining the type of wheat crop, machine learning-based approaches can be used with
satellite images for higher and more robust performance. Existing methods lack high accuracy and
robustness which necessitates customized machine learning models. This study aims at enhancing
the wheat variety classification accuracy using landsat8 images. In this study, our primary goal is to
acquire the Landsat8 operational land imager (OLI) images which is a challenging task during the
crop life cycle. The second goal of this study is the automatic land use classification of nine wheat
crop species using five well-known machine learning algorithms including a support vector machine
(SVM), an artificial neural network (ANN), a decision tree-based random forest (RF) classifier,
Naive Bayes (NB), and logistic regression (LR). In addition, a deep neural network (DNN) is also
constructed for the same purpose. For the performance analysis, we perform empirical analysis at
various configurations of the machine learning model and obtain the best performance.
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The rest of this study is divided into four sections. Section 2 discusses important research works
related to remote sensing-based crop classification. The adopted methodology is described in Section
3 while the results are discussed in Section 4. In the end, the study is concluded in Section 5.

2 Literature Review

Several mathematical models are available for the simulation of crops which include various
variables for crop growth and estimation. In the O’Leary model, there are 27 state variables in six
subgroups including soil water, crop biomass, phenology, soil carbon soil nitrogen, and crop nitrogen,
as shown in Table 1. Most models have a subset of these.

Table 1: O’ Leary model’s variables with six highlighted subclass [10]

Soil water (mm) Crop biomass (kg/ha) Phenology (unit less)
Crop canopy Above-ground biomass Phono stage
Surface residues Dead biomass
Extractable soil water Root biomass
Exploitable soil water Dead root biomass
Soil carbon/kg C/ha) Soil nitrogen (kg N/ha) Crop nitrogen (kg N/ha)
Surface residue C Soil surface residue N Above-ground biomass N
Fresh organic matter C Fresh organic matter N Dead biomass N
Microbial biomass C Microbial biomass N Root N
Humic C Humic N Dead root N

NH4-N Crop residue N

NOs-N Grain N

Some popular crop estimation models are given in Table 2. Most of these models are simulated
using ground-based assessments rather than remotely sensed data.

Table 2: Some available models for crop estimation [11]

Models (version) Reference Documentation

LOBELL [12] lobell@stanford.edu

LPJmL (V3.2) [13] http://www.pik-potsdam.de/  Carbon and water cycle
research/projects/Ipjweb

MCWLA-wheat (V.2.0) [14] mailto:taofl@igsnrr.ac.cn Impact of heat stress

MONICA (V.1.0) [15] http://monica. Nitrogen and corben
agrosystemmodels.com/

OLEARY (V.7) [16] mailto:gjoleary@yahoo.com  Grain quality

SALUS (V.1.0) [17] http://salusmodel.glg.msu. crop rotations, planting
edu/ dates, plant populations,

irrigation, and fertilizer
SIMPLACE (V.1) [18] mailto:Frank.ewert@uni-bonn.de

(Continued)
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Table 2: Continued

Models (version) Reference Documentation

SIRIUS (V2010) [19] http://www.rothamsted.ac.uk/mas-models/sirius.php

Sirius quality (V.2.0) [20] http://wwwl.clermont.inra.fr/  Water, nitrogen, carbon
siriusquality

SSM-wheat [21] Macro.bindi@unifi.it

STICS (V.1.1) 27] http://www.avignon.inra.fr/agroclim_stics_eng

WHEAT GROW [23] yanzhu@njau.edu.cn

Remote sensing has proven to be a game-changer for the agricultural industry since it is one of the
interconnections of agricultural precision [24]. Multispectral and hyper-spectral aerial photographs
are important in crop management because of their potential to demonstrate crop development.
References [25,26] propose a new energy-balanced algorithm, and use the landsat8 images to estimate
the potato crop yield.

In [27] the landsat8 and moderate-resolution imaging spectroradiometer (MODIS) images are
used for the implementation of the scalable transportable intelligence communications system (STICS)
crop estimation model with extra features like leaf area index (LAI), and normalized vegetation index
(NDVI). The root mean square error (RMSE) is used for the assessment of model efficiency. In
conclusion, the author advised that remote sensing can be used for estimation with a suitable model.
The adoption of powerful machine learning algorithms has sparked a surge of interest in land use land
cover (LULC) mapping as a subfield of image categorization. Precision and up-to-date LULC models
are required for the physical and human environment [28], where they may be applied in a variety of
disciplines, including health, ecology, policy management, agriculture, and disaster management [29].

SVM model has shown outstanding performance compared to conventional machine learning
classifiers in various studies. References [30,31] classified Landsat8 satellite spectral images using six
land use classifications and an SVM classifier, achieving an overall accuracy of 88%. Similarly, [32]
employed SVM and RF classifiers to map paddy rice in China. SVM and RF obtained excellent
accuracy of 90.8% and 89.2%, respectively, in their investigation using Landsat8 and Sentinel-2 data.
Similarly, RF and SVM classifiers achieved 93.2% and 91.4% accuracy in a later study that used
Landsat8, Sentinel-1A, and Sentinel-2A data, respectively.

Machine learning classifiers are employed in many remote sensing fields, including mapping land
cover [32-35], mapping crops [36], and mapping oil palm trees [37]. Recently, Huiyu Sun proposed
[38] a new method to overcome the problem of deep neural networks that requires a substantial
amount of training data and time. So deep neural network is preferred in the case of complex data
and discriminant features are unknown in the data set. Keeping in view the superior performance of
machine learning classifiers, this study adopts a machine learning-based approach to identify wheat
crops from Landsat8 imagery. The proposed framework of the wheat species classification model is
given in Fig. 1.
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Figure 1: Proposed framework of wheat species classification model

3 Materials and Methods
3.1 Location of the Study

The study was conducted in the irrigated areas of Southern Punjab. Three districts were purposive
including Rahim Yar Khan, Liaqatpur, and Bahawalpur for data collection. The multi-spectral
Landsat8 OLI images were acquired from 15 November 2020 to 30 March 2021 with fifteen days
of temporal resolution and downloaded from the earth resources observation and science center of
the US geological survey. The multi-spectral Landsat8 OLI images have a spatial resolution of 30 m
and consist of seven bands with a wavelength from 0.4430 to 2.2010 pum (see Table 3).

Table 3: Landsat8 band wavelength and special resolution

Landsat 8, 9 bands Wavelength micrometers Resolution (meters)
Band 1-coastal aerosol 0.43-0.45 30
Band 2-blue 0.45-0.51 30
Band 3-green 0.53-0.59 30
Band 4-Red 0.64-0.67 30
Band 5-Near infrared (NIR) 0.85-0.88 30
Band 6 SWIR 1 vegetation 1.57-1.65 30
Band 7-SWIR 2 2.11-2.29 30

(Continued)
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Table 3: Continued
Wavelength micrometers

Landsat 8, 9 bands Resolution (meters)

Band 8 panchromatic 0.50-0.68 15
Band 9-cirrus 1.36-1.38 30
Band 10-thermal infrared (TIRS) 1 10.6-11.19 100
Band 11-thermal infrared (TIRS) 2 11.50-12.51 100

The study area is a part of Punjab seed corporation quality seed better yield, which is an area of
more than 7305 acres located in many cities of Punjab, Pakistan. Punjab seed corporation (PSC) was
established in 1976 under the Punjab act. About 6 thousand acres have been used for agricultural, and
seed breeding activities. This area is located between lat. 28°15'58.3°N and lat. 29°22'37"N and long.
“70°03'16.4"E and long. 71°46'15"E. About 70% of the company’s lands and all of the wheat fields are
irrigated by water from the channel and rainfall.

Nine wheat crop varieties are harvested at various places in Punjab, Pakistan by the PSC. First
of all, we marked the latitude and longitude of each variety of wheat crop plot per/acre. Later, we
set the boundary of each plot using the earth explorer graphical user interface (GUI) and then take
250 sample points from the marked area of interest after every fifteen days during the crop cycle of
four months. We selected the period option as given in the earth engine EE-interface. In this way, we
obtained 2000 samples of each variety and it becomes a total of 18000 samples for nine wheat crop
varieties which are used to train the machine learning models. In this way non overlapped 120 sample
points from the marked area of interest are taken after every fifteen days during the crop cycle of four
months for model validation. It becomes a total of 6480 samples of which 720 samples belong to each
type of crop yield variety. A short description of the data set is given in Table 4.

Table 4: Study area with wheat crop verity and their location

# Name variety Location Longitude/latitude Number of samples
1 6442 Bahawalpur University, 29°22'37'N 2000 training
Bahawalpur, Punjab, 71°46'15"E 720 testing
Pakistan
2 Johr IUB Punjab, Pakistan 29°22'35"N 2000 training
71°46'21"E 720 testing
Abdul Sattar Cahk n099-p, Rahim Yar 28°2526.0'N 2000 training
Khan, Punjab 70°22'48.1"E 720 testing
Faisalabad Sanjarpur, Rahim Yar 28°15'13.7'"N 2000 training
Khan, Punjab 70°00'51.1"E 720 testing
Galaxy Ahmad pur lamma, Rahim  28°17'36.7'N 2000 training
Yar Khan, Punjab 70°0404.2"E 720 testing
Ghazi Ahmad Pur Lamma, 28°17'36.7'N 2000 training
Rahim Yar Khan, Punjab 70°04'04.2"E 720 testing
Cp-sehr Mohammad Pur, Rahim 28°21'05.7"N 2000 training
Yar Khan, Punjab 70°06'24.7'E 720 testing

(Continued)
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Table 4: Continued

# Name variety Location Longitude/latitude Number of samples
Gandum Ahmad Pur Lamma, 28°15'58.3'N 2000 training
Rahim Yar Khan, Punjab 70°03'16.4"E 720 testing
9 Akbar Chak no. 042/ABS, Rahim  28°5726.2"N 2000 training
Yar Khan, Punjab 70°5742.6'E 720 testing

3.2 Machine Learning Models

3.2.1 Support Vector Machine

SVM is a powerful supervised algorithm that works best on smaller but complex datasets. SVM
can be used for both regression and classification tasks, but generally, they work best for classification
problems. They utilize the concept of hyperplane which is used to separate the class samples. The best
hyperplane is the one that has the largest margins between class samples. SVM uses various kernels
including the polynomial kernel and the sigmoid kernel. Following is the formula for the polynomial
kernel

X, X)) = (X" X, + 1Y (N

where d is the degree of the polynomial, which we need to specify manually. Suppose we have two
features X, and X, and the output variable is Y, so using polynomial kernel we can write it as

, B Xl . Xl2 XI-XZ
X,"X, =X X)] |:X2:| - |:X1.X2 )(22 :| (2)

So we need to find X),, X.,, and X,. X,, and now we can see that 2 dimensions got converted into
5 dimensions.

Besides the polynomial kernel, we can use it as the proxy for neural networks. Equation is:

f(x1,x,) = tanh(ax".y + x) (3)

It is just taking the input, and mapping them to a value of 0 and 1 so that they can be separated
by a simple straight line. The graphical representation is given in Fig. 2.
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Figure 2: Polynomial, Sigmoid, and RBF kernel of SVM respectively left to right

The radial basis kernel creates non-linear combinations of our features to lift the samples onto a
higher-dimensional feature space where we can use a linear decision boundary to separate the classes.
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It is the most used kernel in SVM classification. The graphical representation of RBF is given in Fig. 2
and the following formula explains it mathematically

—llxy — xol?
f(xx)=e 4)
where o is the variance and our hyperparameter, and || X,—X;|| is the Euclidean distance between two
points X; and X,

3.2.2 Random Forest Model

An RF is an ensemble tool that takes a subset of observations and a subset of variables to build a
decision tree. A graphical presentation of RF model is given in Fig. 3. It builds multiple such decision
trees and amalgamates them together to get a more accurate and stable prediction. This is a direct
consequence of the fact that by maximum voting from a panel of independent judges, we get the final
prediction better than the best judge.

Feature(f) Feature(f)

5 e bo b
Py(clf) Falel)

P(CIf) = ) PaCelf)
1

Figure 3: Graphical representation of random forest model

In this algorithm, features are evaluated based on Gini and entropy. There are primarily 3
parameters that can be tuned to improve the predictive power of the model. Max features are the
maximum number of features RF is allowed to try in the individual tree. There are multiple options
available in Python to assign maximum features. Increasing max-features generally improves the
performance of the model as at each node now we have a higher number of options to be considered.
However, this is not necessarily true as this decreases the diversity of individuals. But, for sure, the
speed of the algorithm is decreased by increasing the max features. Hence, we need to strike the right
balance and choose the optimal max-features.

N-estimator is the number of trees we want to build before taking the maximum voting or averages
of predictions. A higher number of trees gives better performance but makes the code slower. We should
choose as high a value as the processor can handle because this makes the predictions stronger and
more stable.

3.2.3 Deep Neural Network

DNN’s overall accuracy is frequently superior to other machine learning techniques. However,
understanding of these methodologies is limited, and the higher an individual model’s capacity to
learn, the more difficult it is to interpret the algorithm’s results. It is critical to keep in mind when
utilizing these algorithms that they are not interpretable by humans. For many users, it is critical not
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only to select an algorithm with a high degree of accuracy but also to comprehend how the algorithm
generates the predictions. When forecasts are used to make decisions, as they are in the medical,
commercial, or banking/payments sectors, the interpretability of the projections becomes critical. So
in this study, DNN is applied in various experiments with different settings of hidden layers, learning
rate, etc. The number of iterations and activation functions are changed and the optimal architecture
is gained to get good results. The summary of DNN parameters is given in Table 5.

Table 5: Summary of the deep neural network architecture

Layer (type) Output shape Param #
dense_36 (dense) (None, 36) 396
dense_37 (dense) (None, 18) 666
dense_38 (dense) (None, 9) 171
dense_39 (dense) (None, 9) 90

4 Results

The results of the SVM using all kernels are shown below using a percentage bar chart. It is
observed that the radial-based function performed best, as shown in Fig. 4.
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0
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Figure 4: Percentage bar chart of SVM of all kernels

According to the percentage bar chart, the RBF kernel has a maximum overall accuracy of 80%.
Of the sample, 80\% are correctly classified while 20% of samples are misclassified. A multiple bar
chart of each wheat crop is given in Fig. 5.

The result of the deep neural network is much better than the SVM of radial-based function
which is improved by 80% to 91%. A percentage multiple bar chart is given below in Fig. 6. The DNN
shows misclassification just in two classes ‘6422’ and ‘Ghazi’ which have 37% and 63% accuracy scores,
respectively. As a result, the average accuracy of the DNN is reduced.

When the same dataset is deployed with the RF algorithm, the model gives a considerably better
performance as compared to SVM and is approximately similar to that of DNN. Due to the complexity
of the DNN and the required more computational power as compared to the RF, DNN is not preferred
for the classification of remotely sensed spectral data in this case. The result of the classification is given
in Fig. 7.

For better visualization of the performance of all classifiers, multiple percentage bar charts are
created using the classifiers used in this study. The performance of RF represented by the green
bar is showing higher accuracy for all crop varieties except for the ‘Ghazi’ and ‘6422’ classes. The
classification accuracy for these classes is lower for each model.
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Figure 5: Percentage bar chart of RBF kernel of SVM
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Figure 6: Percentage bar chart of DNN for each wheat crop
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Figure 7: Percentage bar chart of RF model

The overall accuracy of each machine learning algorithm is shown in Table 6. Visual representa-
tion of results is provided in Fig. 8. Results show that the multinomial NB model has poor performance
for micro-class classification while RF and DNN models have approximately 91% accuracy.
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Table 6: Performance of models for crop variety classification

Classifier SVM ANN DNN RF NB LR
Accuracy 79.7 89.7 90.2 90.9 29.9 46.8
120
100
80
60
40
RN 1
’ 6422I galaxy  Gandom  Ghazi  Johar Roshaln sattar  sehar

mSVM ®ANN m®mRF ®Naive Base M Logisticreg

Figure 8: Comparison of five machine learning classifiers used in this study

5 Discussion

Using remote sensing imagery is important to determine crop type and crop yield in the agriculture
sector. This study uses satellite Landsat8 OLI spectral data collected over the life cycle of nine
types of wheat crops in Pakistan. Wheat varieties are classified using five well-known supervised
machine learning algorithms SVM, ANN, RF, NB, and LR and DNN model. Results indicate that
approximately 91% accuracy can be obtained using RF. The performance of the DNN is marginally
lower with 90.2% accuracy. Other machine learning models perform poorly with NB showing the
lowest accuracy of 29.9%. RF is preferred over DNN due to the DNN requirement for a large amount
of data and higher computational resources. Results indicate that remotely sensed data can be used to
segment the wheat crop species. In the comparison of five classifiers, it is observed that the RF model
is the best for the classification of remotely sensed data using satellite landsat8 OLI/TIRS data. The
current study helps to improve the crop estimation models and also supports classifying crop species
at the country level every fifteen days automatically. Decision-makers can manage and take necessary
actions for food security and increase the production of wheat.
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