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Abstract: Thailand has been on the World Health Organization (WHO)’s
notorious deadliest road list for several years, currently ranking eighth on the
list. Among all types of road fatalities, pickup trucks converted into vehicles
for public transportation are found to be the most problematic due to their
high occupancy and minimal passenger safety measures, such as safety belts.
Passenger overloading is illegal, but it is often overlooked. The country often
uses police checkpoints to enforce traffic laws. However, there are few or no
highway patrols to apprehend offending drivers. Therefore, in this study, we
propose the use of existing closed-circuit television (CCTYV) traffic cameras
with deep learning techniques to classify overloaded public transport pickup
trucks (PTPT) to help reduce accidents. As the said type of vehicle and
its passenger occupancy characteristics are unique, a new model is deemed
necessary. The contributions of this study are as follows: First, we used various
state-of-the-art object detection YOLOVS (You Only Look Once) models to
obtain the optimum overcrowded model pretrained on our manually labeled
dataset. Second, we made our custom dataset available. Upon investigation,
we compared all the latest YOLOvS models and discovered that the YOLOvSL
yielded the optimal performance with a mean average precision (mAP) of
95.1% and an inference time of 33 frames per second (FPS) on a graphic
processing unit (GPU). We aim to deploy the selected model on traffic control
computers to alert the police of such passenger-overloading violations. The
use of a chosen algorithm is feasible and is expected to help reduce traffic-
related fatalities.
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1 Introduction

Thailand is again included in the World Health Organization (WHO)’s infamous list of the
deadliest traffic fatalities worldwide. In a 2018 global status report on road safety, the WHO ranked
Thailand 8th out of 175 other countries, an improvement from the previous two surveys in which
Thailand ranked 2nd [1]. In 2018, the death toll from road accidents was determined to be 22,491
people, with a fatality rate of around 32.7 per 100,000 people. The number could be significantly worse
than it appears to be due to data collection incompetency [2]. Fatalities involving public transportation
are typically high in terms of occupancy size (18,584 accidents in 2018, a 33.79% increase from the
previous year) [2]. As of April 2022, motorcycles accounted for 52.7% (i.e., 21.8 million) of all vehicles
registered in Thailand, followed by sedans (26.6%) and light pickup trucks (17%) [3]. One reason
pickup trucks are in high demand is that the government state oil fund subsidizes 50% of every increase
in diesel price. Moreover, biodiesel B20, which is a less expensive alternative to regular diesel, has
become commercially viable and was endorsed by the Energy Ministry in 2019. This has resulted in
the increase in terms of the market share of 1-ton trucks. As previously stated, pickup trucks are
cost effective and therefore are modified to serve as a mode of public transportation. Approximately
100,000 public transport pickup trucks (PTPT) are currently registered with the Department of Land
Transport, which is equivalent to the US Department of Motor Vehicles. These trucks have taken over
the streets of the country, displacing regular buses. Depending on the structure and model, PTPTs can
accommodate eight seated passengers and four to six standing passengers. Most truck operators are
private companies that must pay additional taxes and fees to operate on designated routes. Therefore,
the operators often carry as many passengers as they can. Typically, this means that they wait for
passengers to arrive and fill the vehicle. This results in being behind schedule. Thus, they must exceed
speed limits, breaking numerous traffic laws and increasing the risk of injury and death. The Thai
traffic authority has a limited number of highway patrols to conduct traffic stops. Furthermore, they
rely on roadblocks and closed-circuit television (CCTV) cameras to enforce traffic laws to minimize
road accidents.

There are two broad categories related to overloading detection: physical sensors and computer
vision. Sensors are used in intelligent transportation systems (ITS), such as Bluetooth, laser, radio
wave, infrared, etc., to sense the weight of the vehicles. The use of weight sensors combined with loop
induction sensors necessitates physical installations, i.e., opening a road surface and blocking traffic.
Computer vision can use existing cameras. In case of a new installation, tampering with the road
surface and road blocking is minimal. Recently, the use of computer vision has been developed and
made available. Compared with ITS solutions, they are less expensive and easier to maintain.

In this study, we focus on computer vision category. Classic machine learning methods, such as
feature extraction using histogram of oriented gradients (HOG), classification using support vector
machine (SVM), and many others have been used and achieved satisfactory results. In recent years,
deep learning techniques have become widely popular, especially since the introduction of various
convolution neural network (CNN) algorithms in 2012. Hardware, particularly graphic processing
units (GPU), also plays a significant role in reducing the time required to train a model because they
are much faster than central processing units (CPU) [4]. However, a more powerful CPU comes at a
higher cost and consumes more power. One could opt for online services for alternative cost-efficient
solutions, such as Google Colab [5]. As a result, image classification has become more accurate.
Specifically, vehicle classification in the modern era is accomplished using deep learning techniques,
such as a CNN with the transfer learning method coupled with the power of modern GPUs, which
allows for a significant reduction in training time. The pretrained network is considered highly effective
because it has previously seen a tremendous number of images with thousands of categories. The
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mentioned CNN model subsequently adds extra interested classes to the last few layers of the network
to enable its classification of newly added targets. In this case, the images of Thai-modified pickups
and passenger-overloaded trucks are inputted into the networks to achieve the overcrowded PTPT
classifier. However, the inference speed is slow, and we need to find bounding boxes or the locations of
the objects of interest, i.e., one regular PTPT and two overcrowded ones, in the vicinity of the image
from a CCTV video feed.

Region-based CNNs, such as R-CNN, have been proposed to identify the bounding box of an
object of interest by splitting an image into regions. However, this approach is time-consuming. Fast
R-CNN and Faster R-CNN are subsequently released to overcome the inference time issues. These
methods are classified as two-stage detectors because they comprise, first, the generation of region
proposals by selective search as in the R-CNN or by a Region Proposal Network and, second, object
classification. Faster R-CNN is over 100 times faster than the traditional R-CNN. However, single-
stage detectors, such as the YOLO (You Only Look Once) and its variants, such as the You Only
Learn One Representation [6] and the YOLOX [7], an anchor-free version of the YOLO, have recently
emerged by directly applying object classification and bounding box regression [8]. Generally, two-
stage detectors are more accurate but slower than single-stage detectors, such as the YOLO.

Thus, in this study, we propose a way to accurately detect overcrowded PTPT in real time.
Therefore, the algorithm should have an acceptable accuracy and inference speed in the said detection
task when using existing traffic cameras. Currently, there is no model trained specifically for this task.
Therefore, to bridge this gap, we propose training a model to detect the PTPT. Many peer-reviewed
papers recommend the YOLOVS for real-time object detection tasks [9-11]. We have compared all the
pretrained YOLOVS (version 6) models, such as models N, S, M, L, and X, to find an acceptable one
to classify a unique characteristic of Thai public vehicles and their usage concerning public safety.
Precisely, the model aims to identify whether or not public pickup trucks used for transportation are
overcrowded. We have used the transfer learning technique on our manually labeled 1,239 images in
the YOLOVS5 PyTorch format [12] in order to recognize the overcrowded and the normal ones. The
use of the model is expected to aid in the enforcement of traffic laws, reducing severe traffic mortality.
The aforementioned contributions of this study can be summarized as follows:

1. We proposed a real-time deep learning model to detect overcrowded PTPT using existing traffic
cameras.

2. We compared the existing state-of-the-art networks of deep learning for real-time Thai public
pickup truck detection.

3. We open-sourced our manually labeled dataset of regular PTPT and overcrowded ones.

2 Literature Review

Traditional methods in computer vision are known approaches that do not rely on machine
learning but on mathematical algorithms; often, they are outperformed by deep learning methods
[13]. An example of these classic algorithms is the Canny edge detector [14], which is used to find
curves in an image. Another study using classical approaches was conducted on Thai roadways in
2013 using various techniques, such as background subtraction, edge detection, and graph matching,
which obtained 87.24% accuracy with effectiveness of five cars per second [15].

In 2019, a more recent study with a similar environment used a CNN to classify vehicle color and
type, i.e., small, medium, large, and unknown. The models were trained on 917 images and achieved
color and type classification accuracy of 70.09% and 81.62%, respectively [16].
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Roecker et al. [17] used a CNN on the Beijing Institute of Technology-Vehicle dataset, which
comprised 9,850 high-resolution vehicle images and obtained approximately 95% of precision, recall,
and f-measure for truck classification tasks.

Cristiani et al. [18] proposed a traffic flow classification method based on image processing in
conjunction with a luminosity sensor to overcome lighting issues at night and in other low-light
environments, such as fog and rain. They used an Adaboost Classifier image processing technique
to categorize road congestion. They achieved an overall accuracy of 92% in traffic flow classification
tasks.

Meanwhile, Piniarski et al. [19] proposed a method to speed up pedestrian detection in infrared
images, resulting in a 74% reduction in classification time. The classifiers analyzed in this study were a
HOG with an SVM, an aggregate channel feature, and a deep CNN. The authors confirmed that their
CNN model obtained the best accuracies for various databases.

Roy et al. [20] proposed the use of Tree-CNN to address a “catastrophic forgetting” problem in
which adding new information, such as transfer learning techniques, tends to complicate the trained
model. The tree-like architecture can grow and learn to accommodate new classes or data adaptively.

As mentioned in the previous section, recent approaches in object detection can be broadly
categorized into two categories, namely, single-stage (YOLO) and two-stage algorithms (Faster
R-CNN). Several studies have concluded that the YOLO algorithm outperformed the Faster R-CNN
in terms of accuracy and inference time.

A study conducted by Kwan et al. [10] on real-time vehicle detection and classification adopted
a method called pixel-wise coded exposure to condense multiple frames into a single frame. They
directly captured sample videos from pixel-wise coded aperture cameras. The input image was resized
to 448 x 448 pixels and input into a YOLOVI1. The authors achieved decent results for real-time tasks
in terms of speed and accuracy.

In 2020, Kim [21] introduced techniques to detect vehicles driving ahead in tunnel environments.
The techniques used past object detection (YOLOV2) and discovered noise reduction and illuminance
smoothing, which was applied to image frames obtained from dashcams. The authors reported a
94.1% improvement in vehicle detection accuracy. There is another study conducted by Zhu et al. [22
on moving vehicles (airplane, car, and person) detection using the YOLOvV3 in conjunction with
background subtraction image frames in videos. They reported 91% mAP and 27 frames per second
(FPS).

In Bangladesh, researchers used the YOLO to detect their native vehicles, such as trucks and
achieved a 73% IOU (intersect over union) at 55 FPS [23].

In Table 1, we have tabulated existing works that are closely related to this study. As previously
stated, there is no existing detection model to identify pickup trucks that are overloaded with
passengers. Consequently, the authors have developed a model to accomplish the said task.

Table 1: Summary of related studies

Author Country  Method Camera mAP (%) FPS Pickup truck Overcrowded
(year) angle pickup truck

Maungmai et al. Thailand CNN Front 84.6x% NA Classification X
[16] (2019)

(Continued)
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Table 1: Continued

Author Country  Method Camera mAP (%) FPS Pickup truck Overcrowded

(year) angle pickup truck
Roecker et al. [17] Brazil CNN Front 93.9x% NA Classificationx X

(2018)
Kim [21] Korea YOLOvV2 Back 94.1x NA Detectionx X

(2020)
Zhu et al. [22] China YOLOv3- All 91.0 27  Detectionx X

(2020) SOD
Tabassum et al.  Bangladesh YOLO All 73.0%% NA Detection X
[23] (2020)
This research Thailand ' YOLOv5 Back, Top 95.1 33 Detection Detection

Down
Remarks * accuracy * average all
*% [0U vehicle types

3 Materials and Methods

The procedures of this study are summarized, as shown in Fig. I. We began constructing our
dataset as described in the next section by collecting various images and videos. Subsequently, we
proceeded to annotate parts of still images that represent two classes of normal and overcrowded
PTPT. Once we obtained the dataset, we augmented the originals by applying various techniques, as
listed in Table 2. In the training phase, we finetuned the pretrained YOLOvV5 models obtained from
the authors’ official GitHub [24]. Following that, we compared all finetuned models for the mAP and
speed in terms of FPS for our inference task.

Data Collection FERRESDe Data
(Images/Videos) \Brmerrovecied Augmentation
9 PTPT) -
Finetuning
Model Inference S::::jt?;n Pretrained
Models

Figure 1: Process flow diagram

Table 2: Data augmentation

Steps Detail

Preprocessing Fix orientation
Resize: Fill (with center crop) in 640 x 640
Auto adjust contrast: Using histogram equalization

(Continued)
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Table 2: Continued
Steps Detail

Augmentation Flip horizontally
Crop: 0% minimum zoom, 2.5% maximum zoom
Rotation: Between —15° and +15°
Shear: +15° horizontal, +15° vertical
Grayscale: Apply to 10% of images
Hue: Between —25° and +25°
Saturation: Between —25% and +25%
Brightness: Between —25% and +25%
Exposure: Between —25% and +25%
Blur: Up to 1.75 px
Noise: Up to 5% of pixels

3.1 Datasets

The sample images were obtained from Google Image Search, photos taken by the authors in local
city areas, video clips from news media, and traffic cameras (Hikvision 4 MP Bullet Network Camera)
installed approximately 12 m high on three different pedestrian bridges above highways in nearby cities.
A sample image from the traffic camera can be observed in Fig. 2. The authors used an Apple iPhone
12’s main camera (12 million pixels) to capture still images and 1080 p video at 30 FPS from a car’s
dashboard level. The sample comprised two main categories of PTPT: 512 images of the modified
pickups (PTPT), 431 images of the crowed ones (overcrowded PTPT), and 346 background images,
which resulted in a total of 1,289 images. We manually annotated each image in a YOLOvS PyTorch
TXT format (class_id center_x center_y width height). As shown in Table 2, the input images were
augmented per item and batch to a final total of 2,975 images. The dataset was randomly separated
into 80% training set, 10% validation set, and 10% test set. An example of both datasets is shown in
Figs. 3 and 4.

Figure 2: S x S grid
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Figure 4: Overcrowded public transportation pickup trucks (Overcrowded PTPT)

3.2 YOLOvS5 Architecture

YOLO, which was first introduced by Redmon et al. [25] in 2015, uses a CNN for object detection
and bounding box prediction all at once in a single forward propagation. YOLO takes an input
image and divides it into an equal grid (s x s size), as shown in Fig. 2. Furthermore, image classification
and bounding box prediction are applied to each grid. The algorithm then outputs the corresponding
class probabilities (i.e., overcrowded or PTPT), coordinates of the predicted object, and the confidence
score of the boxes. In the subsequent YOLOvV2, Redmond et al. added batch normalization, which
was initially introduced by Ioffe et al. [26], and a few other techniques to improve the mean average
precision [27]. They Redmon et al. have also used Darknet-53 in the feature extraction layers of the
network, improving detection speed and accuracy [28]. YOLOv4 was then proposed to use CSP-
Darknet53 as a backbone to address YOLOv4’s issue in detecting large objects [29].

The YOLOVS (v6.0/6.1) continued to use CSPDarknet53 as a backbone and replaced the Focus
layer, which was introduced in the earlier version to a 6 x 6 Conv2d. Furthermore, the spatial pyramid
pooling was then replaced with the SPPF (F for fast). The SPPF layer increases the receptive field
and separates the most important features from the backbone. The YOLOVS version 6.0/6.1 [24] used
the same head as in YOLOv3 and YOLOv4. Fig. 5 shows the architecture of the latest YOLOVS5
model L. In summary, Yolov5 now consists of three parts, namely, backbone (new CSP-Darknet53)
for feature formation, neck (SPPF, new CSP-PAN) for feature extraction, and head (YOLOv3 Head)
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for detection. C3 denoted in backbone and neck comprises three convolutional layers and a module
cascaded by two types of bottlenecks. Finally, the last three convolution layers in the head of the
network are detection modules that generate three different feature maps. It is worth mentioning that
since the YOLOVS version 4.0 [30], all activation functions (LeakyReLLU or Leaky rectified linear unit
[31] and HardSwish [32]) used in convolutional layers are replaced by the Sigmoid linear unit [33] to

simplify the architecture.
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Figure 5: Model structure of YOLOVSL (You Only Look Once)
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3.3 Finetuning

The authors employed a transfer learning technique to train the models because of its simplicity
and shorter training time. We have used the pretrained YOLOvS5 models N, S, M, L, and X to recognize
overcrowded PTPT. All pretrained weights were obtained from the official GitHub repository. All
models were trained and inferred to Ubuntu 21.04 with PyTorch 1.8 on an NVIDIA GeForce
RTX2070. We then set the training hyperparameters to default without freezing the backbone (F = 0)
for 1,200 epochs with early stopping. The training batch size was set to the maximum number to fully
use the GPU memory. Furthermore, the image size was set to 640 x 640 to match the pretrained
models. The number of classes was then set to 2.

3.4 Performance Metrics

To test and compare the models, we used standard evaluation indicators of precision, recall, f1
score, average precision (AP), mAP, and FPS. Precision is the ratio of correctly detected to all detected
labels, how many retrieved items are relevant. Recall is the ratio of correctly detected to all positive
targets, how many relevant items are retrieved. F, score is the harmonic mean of precision and recall.
The AP metric is known to be a way to describe a precision-recall curve representing the average of all
precision. The mean average precision is simply an average of the AP of all classes. The final evaluation
metric is the FPS, which describes the number of images that can be processed in one second. Egs. (1)-
(5) define the formulas as follows:

. TP
Precision = ——— nH
TP+ FP
TP
Recall = ——— (2)
TP+ FN
F o 2 x Precision x Recall 2% TP 3)
"~ Precision + Recall ~— 2x TP+ FP+ FN
where TP = true positive, FP = false positive, FN = false negative
1
AP:/ p @) dr “4)
0
1 n
mAP = ZzizlAPi ®)

4 Results and Discussion

In this section, we compare the five pretrained YOLO models, which include YOLOv5n,
YOLOvSs, YOLOvV5S m, YOLOvSL, and YOLOvSx. These pretrained weights can be found and
downloaded directly from GitHub [34]. The standard metric used to evaluate the object detection
model is the mean AP, as described in Eq. (5). Higher mAP values were noted to imply better accuracy.
All five models were trained for 1,200 epochs with early stopping, as seen in the “Best epoch” column
shown in Table 3. The precision, recall, and F, values are also shown in the same table and plotted
in Fig. 6. As shown in Fig. 7, our models dropped in losses steeply in the early steps and gradually
converged. This coincided with an increase in accuracy.
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Table 3: Evaluation metrics for different YOLOvV5 models
Model Runtime Bestepoch mAP_0.5 mAP_0.5:0.95 Precision Recall (%) F, (%)

(secs) (%) (%) (%)
Model X 71973 190 96.44 70.63 94.47 92.29 93.36
Model L 39195 239 95.11 65.65 95.94 93.84 94.88
Model M 29382 296 95.66 69.14 92.60 95.38 93.97
Model S 15736 366 96.32 67.02 90.91 95.40 93.10
Model N 7691 297 96.06 66.63 97.51 90.70 93.98

metrics/mAP_0.5:0.95 metrics/mAP_0.5

Step & : Step
100 200 300 400 0 100 200 300 400
Model X == Model L = Model M =" Mod Model X == Model L = Model M = Mode !
metrics/precision metrics/recall
1 1
0.8 L’//—’—’_"
06 if
0.4
0.2
Step g Step
0 100 200 300 400 100 200 300 400
Model X == Model L = Model M =" Model ; Model X = Model L = Model M =" Model k

Figure 6: Precision, recall, and mean average precision on five YOLOv5 models

train/box_loss val/box_loss
Model X == Model L = Model M =" Model I Model X = Model L = Model M =" Mod

Step Step

0 100 200 300 400 0 100 200 300 400

Figure 7: (Continued)
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train/obj_loss val/obj_loss
Model X == Model L = Model M Model Model X == Model L = Model M

0.01

0.005

0 Step 5 Step
0 00 200 301 400 0 00 20 300 400
train/cls_loss train/cls_loss
Model X == Model L = Model M Model Model X = Model L = Model M
025 0.02
= Step

Figure 7: Train and validation loss

Because our application calls for real-time use, we need to also measure the FPS. The FPS is a
reciprocal of the inference time taken by the model per image and is summarized in Table 4. As can be
seen, the selected model should not be used on an edge device because the FPS is too low for real-time
applications. It is also worth mentioning that different batch sizes and computer environment settings
will result in different detection speeds.

Table 4: Inference speed comparison

Model Batch Size FPS (GPU) FPS (CPU)
Model X 8 19 1

Model L 8 33 2

Model M 8 66 4

Model S 8 156 9

Model N 8 256 20

All trained models were similar in terms of precision and recall (see Fig. 8) as well as F, score
(see Fig. 9). The models showed similar results in confusion matrix diagrams (see Fig. 10). Therefore,
selecting the model to use was a trial-and-error process. In this study, we chose YOLOvVSL with a
confidence threshold of 0.60 and an IOU threshold of 0.55. These results were satisfied on both the
GPU and CPU based on the accuracy, as shown in Figs. 11 and 12.
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Figure 8: Precision-recall curve of YOLOvVSL
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Figure 9: F1 plot of YOLOvVSL
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Figure 10: Confusion matrix of YOLOvVSL

Figure 11: Overcrowded detection by YOLOvVSL [35]
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Figure 12: Multiclass detection by YOLOVSL [36]

5 Conclusions

In this study, we have focused in developing an object detection system to detect the illegal use of
public light pickup trucks that could lead to road injury and fatality. We labeled our image dataset by
hand and trained on well-known and up-to-date YOLOVS (You Only Look Once) pretrained models
from the smallest (N) to the biggest (X). We compared the finetuned models in terms of both accuracy
and speed. We selected the large version (L) because it provided the best balance of speed and accuracy
compared with the other models. The chosen model was tested on a video and displayed in the previous
section. As per our findings, we conclude that using the YOLOvVSL algorithm with our custom dataset
is the best option for detecting overcrowded trucks and ensuring road safety. However, our model was
performed at about 2 FPS on the CPU which considered too low for a real-time detection task. GPU
utilization could be used to gain better FPS in the meantime. An optimization to achieve higher frame
rate is recommended in the future. Furthermore, standing passengers in the back of an overcrowded
PTPT could obscure the license plate from camera view. This would then obstruct a traffic enforcement
system from capturing photographic evidence of violating vehicles. Improvements should thus be
addressed in the future.
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