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Abstract: Due to the fact that network space is becoming more limited, the
implementation of ultra-dense networks (UDNs) has the potential to enhance
not only network coverage but also network throughput. Unmanned Aerial
Vehicle (UAV) communications have recently garnered a lot of attention due to
the fact that they are extremely versatile and may be applied to a wide variety
of contexts and purposes. A cognitive UAV is proposed as a solution for the
Internet of Things ground terminal’s wireless nodes in this article. In the IoT
system, the UAV is utilised not only to determine how the resources should
be distributed but also to provide power to the wireless nodes. The quality of
service (QoS) offered by the cognitive node was interpreted as a price-based
utility function, which was demonstrated in the form of a non-cooperative
game theory in order to maximise customers’ net utility functions. An energy-
efficient non-cooperative game theory power allocation with pricing strategy
abbreviated as (EE-NGPAP) is implemented in this study with two trajectories
Spiral and Sigmoidal in order to facilitate effective power management in
Internet of Things (IoT) wireless nodes. It has also been demonstrated,
theoretically and by the use of simulations, that the Nash equilibrium does
exist and that it is one of a kind. The proposed energy harvesting approach
was shown, through simulations, to significantly reduce the typical amount of
power that was sent. This is taken into consideration to agree with the objective
of 5G networks. In order to converge to Nash Equilibrium (NE), the method
that is advised only needs roughly 4 iterations, which makes it easier to utilise
in the real world, where things aren’t always the same.

Keywords: UAYV; spiral & sigmoid trajectory; drones; IoT; game theory; energy
efficiency; 6G

1. Introduction

Rapid changes in mobile internet have also made it difficult for mobile wireless networks to
be designed well, especially when it comes to delivering very high data speeds with very little time
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delay. This is especially the case because of the rapid changes in mobile internet. According to a
recent report by the International Telecommunication Union (ITU), the amount of data that is
transmitted through cellular networks is expected to increase 10,000 times over the course of the next
five years in comparison to 2010. The ultra-dense network (UDN) strategy ought to have the ability
to accommodate the requirements of an increasing volume of data flow [1,2]. The network coverage
can be successfully expanded, and the overall throughput may be increased, by utilising flexible
deployment and the establishment of several small cell base stations (SBSs) with low transmit power
[3]. The majority of the research that is being done on UDNs right now is geared toward enhancing
the functionality of terrestrial heterogeneous cellular networks. This is accomplished through the
management of components such as user association in heterogeneous ultra-dense scenarios, Wi-Fi,
and energy-efficient frequency reuse in heterogeneous small cell networks [4,5].

In recent years, networking and communication between UAVs have been quite popular due to
the fact that they are highly speedy and may be employed in a variety of various ways. There is the
potential for a great deal of success to result from combining the usage of UAVs and UDNSs [6,7]. Tt
is simple to employ UAVs as an alternative to the conventional land-based infrastructure in order to
deliver wireless services to customers in any location. Another prospective usage for these devices is
as base stations (BSs) in public gathering places like stadiums and campuses where there is no existing
cellular infrastructure [8,9]. When users are located in various areas and are unable to communicate
with one another in a direct manner, flying relays may be utilised. UAVs have the potential to assist
in ensuring a smooth transition for users who are relocating. The majority of the time, line of sight
(LOS) communication links, also known as “nearly line of sight” links, can be created by manoeuvring
UAVs in a variety of different ways. As a direct consequence of this, the functionality of the system
can be significantly enhanced. UAVs have the potential to either transport energy sources for wireless
nodes or act as energy sources for wireless nodes themselves, so extending the lifespan of the network.
Cable charging is incompatible with certain software platforms and networks, including the IoT and
wireless sensor networks [10,11].

The IoT will be a significant contributor to the development of successful wireless networks and
the subsequent generation of mobile communications [12]. Recent advancements in the installation
of the Internet of Things have resulted in a substantial rise in the volume of information that is
being shared [13]. Communication systems need to have greater room, quicker speeds, faster arrival
times, and less energy consumption in order for the internet to be a successful venture [14]. ToT
applications and advances must also overcome significant challenges that have never been encountered
before because of energy restrictions of wireless devices. For the Internet of Things to become more
widespread, it will need to find a solution to one of its most significant challenges: how to make use
of renewable energy (IoT). Wireless Power Transfer (WPT) technology might be a good approach
to deliver sustainable energy and overcome the energy bottleneck that the Internet of Things is
experiencing [1 5]. Soon, more wireless devices will make use of WPT technology, which will reduce the
amount of battery power they require. Numerous technologies, including as electric cars and medical
devices that are implanted in the body, use wireless power transmission to provide power to their
components. UAV, which stands in contrast to typical wireless networks, makes it possible for Internet
of Things devices to freely move around, collect data, share services, and obtain power [16,17]. In
a hypothetical scenario, high-altitude UAV navigation may also deliver all the power that wireless
devices require in a more expedient and adaptable manner [18,19]. The UAV was able to assist WPT in
improving the functionality of [oT-UDN by dynamically switching between different power sources.

This research project investigates how the Internet of Things (IoT) system allocates its resources
and how unmanned aerial vehicles (UAVs) can assist in wirelessly powering the IoT. In order
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to investigate how resources are distributed among UAV nodes and wireless IoT devices, a non-
cooperative game theory was utilised. To collect energy for Internet of Things nodes, drones are
deployed. This is the solution that has been suggested. When wireless power transmission is utilised to
power wireless nodes, drones are employed as a floating power source to power the drones themselves.
The resources are going to be split between the drones and the wireless nodes. The method of game
theory is applied to locate the Nash equilibrium and discover a solution to this problem. Unmanned
Aerial Vehicles (UAVs) utilise Nash Equilibrium to determine the most efficient way to distribute their
power sources, which enables them to transmit electricity without the usage of wires.

The most significant takeaways from the research are as follows:

1. ToT wireless power can be generated by UAVs; even just one UAV with a large number of
wireless nodes is sufficient. Drones utilise wireless power transfer technology for the purpose
of harvesting wireless nodes. The data transmission process is powered by the energy that is
collected by wireless nodes.

2. A simulation of the process by which wireless local area network (WLAN) nodes and UAVs
must share resources might be carried out with the help of a competitive game of power control.
In the made-up game, the drone has perfect control over its source of energy transfer, and the
wireless node has perfect control over its source of information transfer.

3. Ground sensors that have a lot of internet of things capabilities are being looked at as a solution
to the problem of non-cooperative power control game theory.

4. The game of power control has reached a point of Nash equilibrium at this point. In addition,
it has been demonstrated that the game that has been proposed and its Nash do in fact exist
and are one of a kind.

5. An iterative power control strategy is a good fit for the unmanned aerial vehicle situation, as
well as its Sigmoid and Spiral trajectories, which are presented in this study.

6. The findings of the simulation indicate that the method of the proposed algorithm is beneficial.

The rest parts of the text are organised as follows: In Section 2, we discuss the overall system
model as well as the construction process for games. In order to demonstrate, in a mathematical
sense, that the proposed equations in Section 3 are accurate, game theory was utilised. Information
pertaining to the algorithm is presented in Section 4 of the aforementioned document. New concepts
for the green transmission algorithm were conceived as a direct result of the simulation results and the
throughput performance, which are covered in Section 5. The most important findings of the study
and a conclusion are outlined in the 6™ section.

2 System Model and Game Formulation

As a result of their mobility, unmanned aerial vehicles (UAVs) offer advantages that cannot be
matched by conventional infrastructures on the ground, which are rooted in one location. The manner
in which and the timing of any changes made to UDNs will be significantly influenced by UAVs.
UAVs, sometimes famous as drones, are depicted functioning as mobile energy generators in Fig. 1.
Additionally, unmanned aerial vehicles (UAVs) have the ability to transport a source of energy or even
provide that source of energy themselves, so extending the network’s operational lifetime. The IoT and
sensor networks are required to be employed in situations when cable charging is not a possibility.
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Figure 1: System model of UAV supported IoT energy transfer

UDN:s typically consist of sensor nodes, communication nodes that are used for device-to-device
(D2D) and machine-to-machine (M2M) connections, and other wireless nodes that are dispersed
throughout a large region. It is difficult to reduce energy consumption while keeping networks
operational for an extended period of time due to the fact that batteries continue to be the primary
source of power for many networks. It is possible to spend a significant amount of time and resources
in order to regularly recharge or replace the battery packs in large nodes [10]. It is necessary for the
unmanned aerial vehicle (UAV) to be able to hover close to the wireless nodes for it to be able to
transfer data and charge them. We searched for the most efficient method of putting the system’s
resources to use to wirelessly transmit data and power to the IoT. The IoT nodes that are a part of
our complex systems transmit data to the UAVs that are powered by those same nodes. Wireless nodes
have the potential to be powered by moving sources like UAVs or drones. Drones have the ability to
collect any and all data transmitted by wireless nodes. In this particular research project, wireless nodes
throughout the IoT ecosystem were powered by drones.

In this article, we take a look at the most significant aspects of UAV-based wireless communi-
cation, which is based on UAV-drones and IoT nodes that are located on the ground. The three-
dimensional (3D) position of the unmanned aerial vehicle’s (UAV) trajectory design is shown as
q () =[x (0),y(t), H(@®]" € R at each time t. This is accomplished within the allotted amount of
time, T. For the time being, it is assumed that the final time and the initial time are equivalent because
it is believed that the UAV is always in the same location #” = 0,7" = T. Since the parameter for
the §, elemental time slot length has been added, the horizon time T is divided into M time slots
and now be written as 7T = M34,. This was previously not possible. It was agreed, with the use of an
elemental duration, that the unmanned aerial vehicles (UAVs) and ground nodes would remain in the
same location during each time frame. One further technique to illustrate the location of the UAV in
3D during time slot m is as follows:

gm=[xm),ym ,Hm] ,m=1,2,....M (1)
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We determine the route of the unmanned aerial vehicle (UAV) by taking into consideration
its position {g[m]}" ,, speed {v[m]}", and acceleration {a,, [m]}"",. The horizontal location ¢[m] =
[x[m],y[m]]",m=1,..., M where M can be used to show where the unmanned aerial vehicle (UAV)
is on its trajectory in the m th time slot for the fixed height of the UAV at H, where M is the last
time slot at the end of the trajectory. This can be done by suppose that the height of the UAV remains

constant throughout the trajectory.

Most of the time, a UAV’s path is set by the following time intervals:
g[m+ 11 = g[m] + v[m]$, + 0.5a,.[m) &}, m=0,1,2,...,. M )
vim+ 1] =v[m]+a.[m]s, m=0,1,2,...,. M 3)

Maximum speed (V,..), and the fastest speed that is allowed (a.. [m] = 0), trajectory constraints
of the UAV are shown below:

||6][Wl+1]—q[WZ]||§ I/lnax8t5 mZOalaza'-~;M (4)

In this case, ¢[0] = [x[0], y[0]]" stands for where the UAV starts in the horizontal plane.

Communication between aircraft and ground stations is different because the line of sight (LoS) is
most probably to spread out in a three-dimensional space [20]. So, the environment has a bigger effect
on the amount of LoS than was thought before. However, the effects of propagation blockage [21] like
building blockage still exist for the complete channel models. So, large-scale Rayleigh and free-space
fading models are the best for ATG channels. The distance between ground nodes and UAVs can be
written as for each elemental time slot: (x, y, H), and represented as:

R =./d>+ H (5)

Here, at t x;, y;, the i th ground node is found, and its horizontal distance from the UAV is

calculated as d, = /(x — x,)> + (v — y,)°. Here’s a simple way to explain how the i th ground node
and the UAYV lost their route [22]:

A7 f. R\
c

(6)

Here « > 2 and the carrier frequency f. can be used to describe the speed of light in metres per
second ¢, (Hz). As an alternative, [23] gives the chance for a Line of Sight:

1

L (R) = 10log (

Fros = 1+ a exp (—b (arctan (dﬂ) - a)) @
They are written as ¢ and b. In other words, Py,,s = 1 — Pj,s.
When a UAV is linked to its ground nodes, the path loss expression is:

PL(R) = L(R) + N1osPros + NxrosPrios (®)

In this case, the average extra losses for LoS and non-line of sight (NLoS) are given by 7,,s and
NaLos, Tespectively.

Los is thought to be the most important model for free-space path loss [24]. Here’s how to figure
out the channel gain for time slot ¢, defined as:
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g () = By p* R (1) €

Actually, R (f) = Vix—x) + (y — )’ + H? and the path loss exponent given by Reduction
Factor p, the channel power gain at the reference distance, and the 8, value can be used to figure out
the distance between the UAV and the IoT nodes on the ground. Power gain from IoT on the ground
to UAV is given as g; [25].

The drone’s power is used to send data from a wireless node to a drone. Using the power source
of a wireless contract, data can be sent, and generate revenue. All IoT nodes in a protected zone are in
the same class and use the same channel to talk to each other [26] can utilizing signal to interference
ratio (SIR) to imply the income based on the data transmission, it can be displayed as control level
relating to data transmission:

vi(p) = N pi(0) &) > Ticiogn (10)
>p (D) g (1) +02 (1)

where, I'; and o stand for the SIR threshold and the Gaussian noise power, respectively. [27,28] Since

the denominator of Eq. (10) is noise, we can replace it with the user’s and other users’ transmission

powers to get Eq. (1) and could be done as [, (p_,):

v (pop) =D 8O ___ p0a®
R L(p-) Sp (D) g @402 (D)

Except for the ith node, interference is shown by —i and is based on how much power all users send.

(11

Cognitive ToTs make it illegal to cause more interference than is allowed by the interference
temperature, interference temperature limit is expressed as:

N
Zizlp,-gol- <Iy (12)

In the non-cooperative game theory power allocation approach for spectrum sharing, the amount
of power each node uses are lowered to meet the predefined requirements for SIR to find the target
and to give communication systems a maximum amount of interference they can handle. Using the
non-cooperative game theory, IoT nodes that are connected to the system can work in a Nash game
in a way that maximises their own utility. There is no doubt that the Nash equilibrium exists and is the
only one of its kind. Because of what we found, we’ve made an iterative power allocation method with
low processing costs and shown that fast convergence is important in games with multiple nodes. Due
to a predetermined SIR need for target identification and a maximum interference tolerance limit, this
work can’t reach its main goal, which is to reduce each node’s power consumption and make the best
use of transmission power. This is why game theory is seen as a good mathematical tool that considers
the rational and self-interested actions of the players. Nodes often compete against each other to win
a reward, and they choose a strategy based on how well they can send information.

The way players interact in the non-cooperative power allocation game can be thought of in the
following ways:

© =[N, {P},{U O] (13)
The integers N = {1, 2, ..., N}, represent the player’s index set of IoT nodes. To get the most out

of the game, each player must do the right thing to transfer power. For Set i, P is the transmission
power strategy, while P, = [0, P?"""] is the strategy for consumers. In the utility function for user i, it is
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shown that each person who is connected to the network wants to maximise their own utility. In non-
cooperative game theory, you have to figure out the optimal utility function. You can figure out the
utility function for user i by using the number of bits of information received per joule of energy [29]:

LRf (yi)

Ulpor-) = =30 (14)

In cognitive networks, information is sent from transmitters to receivers using M bit frames or
packets of data. With a data rate of L < M bits/sec and the transmission efficiency function f (y), a
bit/sec rate of R bits/sec is used f (y). A function called f (y), which has a value ranging from 0 to 1
(i.e, f (y) € [0,1]), affects the SIR that is found in the channel f (y). You can see how much power
you’ve sent out by using the power p;. Fig. 2 shows how the efficiency curve changes when the tuning
factor z is changed and make the proposed function more efficient than others.
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Figure 2: Proposed efficiency function (f5) compared to functions in [30-32] and [33]

Furthermore, the user’s transmission power and pricing function have been considered to improve
efficiency even more. Also included, as shown below, are a sigmoid efficiency function as a fraction of
exponential power ratio power multiplied by tuning factor (z) and total power to target SIR:

1
S = (1 +exp (1 — z sir))" (1)

Fig. 3 presents how the proposed utility can be made more efficient by tuning factor vs. others in
the literature. The decrease in value of the parameter z results in an increase in utility and a decrease
in the transmitting power, but it also results in a decrease in target of SIR pertaining to the system.
Furthermore, the primary system can transmit the tuning factor z with the help of cognitive networks
for adjusting the targeted SIR based on interference. When the sum of interference is about to reach
the limit of interference temperature, a lower value of z is sent by the primary system. Eq. (14) can be
used to show the utility function for the i th cognitive node.

_ LR 1 bit
— Mp, (1 +exp (1 — z sir)" joule

(16)

i
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Power control that doesn’t work with other nodes hurts them and costs them money. This makes
the Nash equilibrium less effective than it should be. The pricing idea was put in place to get users to
use as many network resources as possible. Here’s how a power-control game based on prices works
when players don’t work together:

o =[N, {P}.{U O} ] (17)

where, U (.) means the utility function employing pricing and it is shown like this:

U; (Pi,P_,-) =U (pi,p_l) - Ci( f’P—l) (18)
Therefore, the proposed pricing function is detailed as:

C, ( i,ILi) =cp; exp(p; a) (19)

One of our ideas for improving system performance is to change the way prices work so that CRs
are rewarded for making better use of system resources. This design participates by influencing the
next taken a toll for clients who are most remote from the base station and utilize more power.

So, instead of the usual linear way of pricing transmission power, we use an exponential power
function. Pricing functions for the power strategy [0, 1] have probably been completed numerically,
with power transferred by different users covering a range from minimum to maximum. If the
transmission power is low and the network is close, it’s easier to get lower prices.

If the transmission power is high and the network is far away, it’s harder. So, the pricing system
for this paper can be summed up as follows:

LR 1
U (pip_,) = — ,. 20
¢ (pip-) M (e —zsimyy PP @ (20)

In this case, the price factor is shown by the ¢ and «. Playing the suggested green non-cooperative
power control with price has led to the following:

LR 1
EE — NGPAP :max US (p,,p_) = —
piePi Mp, (1 +exp (1l — zsir)) !

— ¢ piexp (p; @) 21
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3 Existence and Uniqueness of Nash Equilibrium

In this part, a mathematical illustration related to the individuality and existence is given in the
next section [34]:

Definition 3.1: Nash equilibrium in the EE-NGPAP method can be described as the power vector,
e.g., P, = [pi....,p:], no participant can improve the utility function, U, (p;, p_;), independently
modifying its personal approach form, i.e.,.,p;. In mathematical terms, Nash equilibrium is presented
as follows:

(]1( is P,,') Z ljj (pis P,i) s sz € 1/)1\, Vi € N (22)

3.1 Nash Equilibrium Existence

The Nash equilibrium in the suggested method gives a stable and predictable results where
numerous CRs with opposing activities contribute and go to a position where no contributor can
request to set its own method form. To emphasize NE’s being exist, the below theorem is suggested:

Theorem 3.1: The Nash equilibrium is appeared in EE-NGPAP = [N, {P;}, {U, (.)}], if it meets the
subsequent conditions Vi € N:

1) The profile action approach (i.e.,p;) is a compact, convex, and nonempty subset.
2) The function of utility U, (p,-, p_,.) is a concave and continuous function over strategy set of the
players.

Proof': 1t can be obtained by proving that both the criteria provided in Theorem 3.1 are satisfied
by EE-NGPAP. It is corroborated by the following evidence:

1) As every cognitive uses a strategy outline well-defined by optimal and minimal power as given
in Eq. (15), the first condition is promptly satisfied.

2) For proving that the second criterion is also satisfied, the given utility function based on
variable pricing must be shown to be concave in p,, Vi € N.

Definition 3.2: Based on [35] Super Modular definition 5, The utility function U, (p,, p_,) charac-
terised by the convex set P, is concave in P; only in case, the surplus function’s second derivative is
greater than 0 [35,36].

2

P > 0, be required to solve Vi. Therefore, the
_,p(’

i

To show this condition is true, the Equations:

next Lemma need to be fulfilled.
Lemma 3.1: The utility function based on pricing provided in Eq. (20) is concave in p;, Vi € N.

Considering that both the criteria are given in Theorem 3.1 are satisfied, the recommended EE-
NPGP is a concave n-player game having one or more NE in it.

3.2 Nash Equilibrium Uniqueness

The approach defines of the players consists of the recommender concave and continuous
application function accordingly, NE is present in EE-NGPAP. However, a question can also rise at
this juncture obviously: Is the existence of the NE unique? the distinctiveness of NE may be tested as
follows:
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Definition 3.3: An alternative NE definition is the best response strategy which can be defined as
per the following:

N

BR(p) = {p e P:w(pipt) = u (por). VP, € ) (23)

Additionally, the best approach for reaction is a set consist of exactly a single maximum point that
will increase the objective function, which is mathematically formulated as follows:

pi=arg max Ui(p,,p_,) 24)

Likewise, the second derivative has been demonstrated to be bigger than zero, which means that
the maximum point is the optimal unique point.

Theorem 3.2: The NE of the EE-NGPAP game is [N, {P;}, {U; (.)}] which is unique.

Proof': The key feature of the uniqueness of NE is to confirm that a typical function is the best
approach for response. For the suggested game, EE-NGPAP = [N, {P;},{U, (.)}], which is the best
response given by the i” user Regarding others’ power approach.

To prove the uniqueness of NE, the function for the most suitable response must be a regular
function and be required to have the following traits as well [37]:

1) Positivity: BR (p_,) > 0.
2) Monotonicity: given p > p, then BR (p_) = BR (p_,).
3) Scalability: given, for all ¢ > 1, then éBR (p_) > BR (¢p_,).

Furthermore, it’s been proven in [38] that if a fixed point from Eq. (21) satisfies the traits as stated
previously, so the BR( P-i) proceeds towards a fixed point. For this reason, based on [3§], a fixed point
in Eq. (21) meets the positivity, monotonicity and scalability under the particular conditions stated in
theorem 3.1.

Finally, a standard function should be utilized as the most excellent reaction function. Hence,
the proposed non-cooperative has as it been an only one NE solution that fulfils the prove of the
uniqueness of the Nash Equilibrium.

4 Proposed EE-NGPAP Algorithm

In order to locate the point at which the model proposed in this article is in a state of equilibrium,
an iterative distributed technique of power allocation is applied. To locate the Nash Equilibrium, point
for the model that has been provided, the suggested algorithm approach requires that each cognitive
node decide on its own what the ideal transmission power SIR value is at each time step. It is believed
that EE-NGPAP is the ideal protocol for this paradigm due to the fact that each IoT node just needs
to know how to send to all of the other nodes. It is not necessary for it to have any knowledge of the
system. A distributed process with pseudo-code can be used to describe the iterative power allocation
and pricing method. This method assumes a unique Nash equilibrium with the proposed model.

Nevertheless, we assume that each cognitive node updates it’s transmit power at time instances
t,={ty, to,....},and t; < t.,)), in addition, we suppose the strategy set of power of the i th IoT node
isP, = [Pj?“’”, P;“‘”]. For this reason, we set an infinity small quantity ¢ and (¢ > 0) then by considering
the proposed algorithm as in Eq. (21) generates sequence of powers as thus:
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EE-NGPAP
I. Initialize vector of transmit power p = [p?, DS, ..., p?v] randomly at time #,, besides other
parameters including: H, «, p, By, V,o?, P, I',, Pricing factors (¢ & n) and Tuning factor (z).
II. Initialize UAV’s Trajectory
a) Sigmoid
b) Spiral
111 Inner Iteration:

For all i € N at time instant ¢,;
a) Update g (¢,) using Eq. (9)
b) Update y; (¢,) using Eq. (10)
¢) Given p;(t,_,), consider the best response of power strategy r; (z,) based on
1 (&) = argmax,p, u’ (Pi,P,,- (Zk—l))
d) Assign the transmit power as p, (#,) = min (r; (#,) , p!")
IV. Convergence Step:
If ||p (t.) — p (1) || < ¢, declare Nash equilibrium and stop iteration as p (,);
Else: k = k+ 1 and go to step IV
V. Exit Inner Iteration (Best Response (BR) Iteration)
VI End

Actually, r; (¢,) is utilized as the agent of the rest of the most excellent transmit powers that match
to the i th IoT nodes. Typically, this is possible to gained only if the objective function is actualized with
EE-NGPAP calculation over the time instant k. Likewise, the proposed method is depending on power
allocation utilizing pricing function. Therefore, the computational complexity straightforwardly based
on the number of users and the accessible channels can caused in O(log(N)).

5 Simulation Results & Discussion

To set up the simulation environment, the MATLAB software was utilised. The suggested
algorithm was put to the test in an area that was 1,000 x 1,000 »2* in size, the IoT equal to 20 x 20
nodes were dispersed in a random pattern across the region, and the greatest distance that could exist
between the UAV and the nodes was 100 m. One may draw parallels between these low-power nodes
and sensor nodes, which are able to store significant amounts of data and transfer enormous amounts
of that data. In spite of this, it is generally believed that these nodes do not have a reliable source of
power. Table 1, below outlines the configurations that have been created for the associated system.

Table 1: Scheme parameters

Parameter Value

Total players 400

Trajectory Sigmoid & spiral
Whole bits number per frame, M 80

(Continued)
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Table 1: Continued
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Parameter Value
Overall number of information bits for every frame, L 64

Data rate, R 10 kbps
AWGN power at receiver, o le—16 Watts
Maximum power constraint, P/ 2 Watts
Target SIR, T, 9

Pricing factors, ¢ & n le4, 2.5
Tuning factor, z 0.5-0.9
Altitude of UAV 100 m

H

Maximum flight speed 50 m/s

v

Channel power gain at reference distance -30dB

Po

Reduction factor 0.3820

I

Pathloss exponent « 3

Flying time (200, 300 & 400) s

This regulation cannot be broken in any way, shape, or form. The spiral trajectory is depicted in
Fig. 4, in which blue colour refer to the default nodes, that can be interpreted as a spiral path with IoT
sensor nodes scattered all over the place to demonstrate the system model. In this particular instance,
the default colour for the nodes is blue. Furthermore, sigmoid trajectory is demonstrating in Fig. 5
in which yellow colour refer to the default nodes. However, in order to fulfil their contractual duties
and generate the most money feasible, drones are required to transmit power to wireless nodes. As the
game progresses, the drones will be required to transfer an increasing amount of electricity in order to
fulfil the terms of their cell phone contracts and earn more money. In addition, spiral, sigmoid paths
and a power-management game are utilised to transport energy to nodes at the precise moment that

it is required.
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Figure 5: Sigmoid trajectory UAV scenario based dense IoT sensors

It has been determined that a maximum flight speed of 50 m/s, can be anticipated without a
reduction in generality. The findings were compared using Fig. 6 with height, as well as Fig. 7 with
100 m height, in order to demonstrate the benefits of a common mathematical procedure that is
referred to as “multi-decision.” The results of sigmoid and without effects of game theory are displayed
in Fig. 6 as subfigures of (a), (c), and (e), while the results obtained without using game theory with
spiral trajectory are displayed in Fig. 6 as subfigures (b), (d), and (f). Further, The results of sigmoid
and with effects of game theory are displayed in Fig. 7 as subfigures of (a), (c), and (e), and the results
obtained with using game theory with spiral trajectory are displayed in Fig. 7 as subfigures (b), (d),
and (f). In addition to this, we fly for many typical amounts of time at predetermined hovering speeds.
The amount of time spent flying is indicated in seconds on average here. We can note from Figs. 6 &
7, the flight speed was 200 s, 300 s, and 400 s respectively in Sub-Fig. (a) & (b), Sub-Fig. (¢) & (d),
and Sub-Fig. (e) & (f).

The discount factor influences the best policies for wireless nodes when utilizing Nash equilibrium
among players, which our approach represents as an [oT node, at a height of 100 metres and with
multiple average flying times as ft = 200 s, ft = 300 s, and ft = 400 s, as shown in Fig. 6 as well as in
Fig. 7. These figures showing in what way the discount factor influences the best policies for wireless
nodes when applying Nash equilibrium between players. The correct responses are f, b, d, and c. It is
expected that over time, the cost of transporting drones will increase, which will result in an increase
in the price of each individual drone unit that is supplied. Drones need more power to carry energy
through the air since wireless power transmission is inefficient and the distances it must cover are so
great. The costs of transmitting power are going to significantly increase as a direct consequence of
all these issues. UAVs will cause an increase in the cost of conveyed power units whenever there is a
significant demand for wireless power. A game demonstrates that Figs. 7a, 7c, 7¢ and 71 are the most
effective ways to connect IoT nodes. In addition, Fig. 6 with its subfigures for both trajectories shows
lack in distributed power and save energy for long time since all used wants to use more power in selfish
manner and no control for them to manage and distribute it fairly between them. So, use game theory
for both trajectories in Fig. 7 solve the issues of power consumption and losing with few numbers of
users and the most effective trajectory was sigmoid as shown in Fig. 7 with its subfigures (a), (c) and
(e) since it covers a large numbers of ground IoT sensors and wide land on the ground. Also, Fig. 7,
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subfigure (f) which is represent spiral trajectory with 400 s flying time it shows an effective case for the

UAV with spiral hovering.

Spiral
Without Game

Sigmoid
Without Game

eesssseSRRIRIRRRERRRRES

[ E X R RN RN RN RN RN NNN]
LA NS R ER AR R R NN
SRS RRRRRERNRRIRRIRRREDS

2 2 2 2 g8 8 28 28 g g
2 8 8 R 8 B 8 B R ©

(wi) vonisod A

1000

400

200

(A A LR R NN
LA R L LR LN R B
LE L R AN RN NN
(AR LR R LR NN
(A X RN NN R NN
(A X LR LR NN
LA L AR L RN
(A X R NN N R NN
(AL LR R NN

1000

200

= (=] L= =1 =]

s 8 8 R 8

X position (m)

X (m)

(b)

()

5
-
=
:I
%
a1
e

500 t
C
C
200 I:
100 I:

(w) A

1000

X position (m)
(d)

1000

B00

600

X (m)
(©

[ E RN RN
LE NN J
seee
LE B ]
oo
LE BN J
.
L]
.
L]
.
L ]
.
L ]
.
L]
m (=] (=) (=] (=] [=] =] [=] (=] (=]
e 8 8 R B 8 8 B8 ’RR 2
(w) vosod A
@ = =~ o W
- o (=] = (=] =

UAV sigmoid & spiral trajectories without game of different flying time for H=100m

G |
oo
>4,
3

-
-t
-3
——

4

- -

B e

I—-—-'—————-—-—-—-—-.-———-—

800 m:
o} Fom
600 I::
o o
400 I::

.

0

BGOE:

200
100

1000
900

(w) A

1000

200

1000

600

400

200

X position (m)

X (m)
)]

®

Figure 6



5603

CMC, 2023, vol.74, no.3

Spiral
With Game

Sigmoid
With Game

0.8
0.8
0.7
06
05
04
0.3
0.2
01

e0cseRPRORROIOIOROOIOIRROS
esesscenee
ssecsccnee
eseccsscssesRRRRRROS
LA N R RN N NN N ENNENREDRNRRHNEZS H..]
Y R R RN NN
esecsccccsssnsesnRee
sessess e yii-qesenene
ssesnee TN ssevee

eosssRRORRERRRRIRORRRS
LA AR R R R R AR NN
eessseRORORORRRRRRRRS
LA AR RS AR AR RN
S edeRORRRRRRIRIRRRRS
S80SO RRRRORRORORSS

g § 88 88 ¢ 8 8 ¢
(1) uonsod A

o

LA R A RN RN NN
A L A N NN NN ]
seseeeee

m o = i=] =1 =1

L= (=] (=] (=]
s 8 8 R 8 B § B R ©
(w) A

1000

400 600

200

1000

400

o

X position (m)

X (m)

(b)

(@)

o o (=] (=] o i=} o (=] o

m (=]
& 8 8 R B 8 § 8 & B
(w) vogisod A

a ] o e ol | T = o !
=] o o o o o =] a =

eee

esee
secee
seaee
sssee
cevee
csseee
seeee
cseeee
csseee
ssses
sseee
sevee
cesaee
ceeee
seve ey
sseee
sseee

seene

see

g§ 8 R 8 8B § 8 R =2

(w) A

o

1000

1000

LA A AR AR AN m

500
X position (m)

esssssccsssssssssseee g

1000

400

200

X (m)
(©)

(d)

1000

1000

400

600

400

X position (m)

X (m)
(e)

®

UAV sigmoid & spiral trajectories with game of different flying time for H=100m

Figure 7



5604 CMC, 2023, vol.74, no.3

Hence, we assumed that all nodes belonging to the same category are the same so that consumers
would have an easier time comprehending the simulations we created. Figs. 6 and 7 are presented
below. By lingering for longer, drones increase the amount of energy they use to convey information,
which in turn increases the amount of energy they use. Even as energy unit prices are transferred over
time by increasing hover time. IoT contracts are getting stronger as a result of drones increasing the
level of wireless power delivery by increasing their average flight time to meet more wireless contract
requirements. This is demonstrated in Fig. 7 with its sub-figures (e) and (f), separately. If the IoT node
is able to generate more energy on its own, it will be able to transfer data for a longer period of time.

6 Conclusion

The EE-NGPAP algorithm which stands for non-cooperative game theory power allocation
with pricing, was proposed as a method for controlling power in cognitive UAV networks with
two trajectories (Sigmoid and Spiral) that contain 10T wireless nodes by the authors of this paper.
In addition to this, a new energy harvesting function was proposed and simulations as well as
mathematical arguments were utilised to demonstrate that the Nash equilibrium does in fact exist
and is distinct from any other equilibrium. The simulations demonstrated that the method of non-
cooperative power control was superior to other ways in terms of its ability to save energy. The
recommended approach to energy collecting requires only 4 iterations to achieve NE, which makes it a
more attractive option for potential enhancements to IoT technology in the near future. More research
needs to be done on the concept of employing an unmanned aerial vehicle (UAV) as a moveable source
of energy so that it can be put to use in the not-too-distant future. The application of machine learning
in unmanned aerial vehicle (UAV) communications will be the subject of one of our next research
projects.
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