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Abstract: The news ticker is a common feature of many different news net-
works that display headlines and other information. News ticker recognition
applications are highly valuable in e-business and news surveillance for media
regulatory authorities. In this paper, we focus on the automatic Arabic Ticker
Recognition system for the Al-Ekhbariya news channel. The primary empha-
sis of this research is on ticker recognition methods and storage schemes.
To that end, the research is aimed at character-wise explicit segmentation
using a semantic segmentation technique and words identification method.
The proposed learning architecture considers the grouping of homogeneous-
shaped classes. This incorporates linguistic taxonomy in a unified manner to
address the imbalance in data distribution which leads to individual biases.
Furthermore, experiments with a novel Arabic News Ticker (AlI-ENT) dataset
that provides accurate character-level and character components-level label-
ing to evaluate the effectiveness of the suggested approach. The proposed
method attains 96.5%, outperforming the current state-of-the-art technique
by 8.5%. The study reveals that our strategy improves the performance of low-
representation correlated character classes.

Keywords: Arabic text recognition; optical character recognition; deep
convolutional network; SegNet; LeNet

1 Introduction

Besides the applicability, machine visual reading of texts is an active research domain. The
recognition of daily broadcast news tickers is one such application. The focus of recent advancements
has been on English recognition tickers. New tickers in cursive text, on the other hand, continue to
necessitate considerable thought. Because of the limited availability of labeled datasets and processes
described specifically for cursive scripts, recognizing news tickers in the Arabic language may be a
difficult task. Recently, several strategies [1] for recognizing cursive text on an ad-hoc basis have been
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proposed. Most of these techniques are intended to identify scanned printed text images in a controlled
manner.

Real-world data from broadcasts, on the other hand, is noisy and difficult to recognize using
machine learning techniques. Furthermore, various factors such as signal-to-noise ratio, transmission,
image resolution, and other compression errors can produce image/video distortions. The lack of these
artifacts in presently available datasets creates a challenge to develop an effective learning model. This
study addresses these challenges with deep learning-based techniques on the customized dataset and
will be further discussed in the next sections.

This study presents an innovative Al-Ekhbariya Arabic text news ticker recognition method based
on deep learning. A combination of semantic segmentation with text formation and storage methods
is proposed. Due to a large number of ligature classes, the current study focuses on explicit methods
and precludes holistic approaches. It incorporates character families for more precise and robust
segmentation to restrain inter-class correlations and imbalance in data distributions. To generate
identified characters into linguistic form, the technique employs a text formatting method. The
proposed idea is based on the innovative Al-Ekhbariya Arabic News Ticker (AI-ENT) dataset, which
provides character-level and character component-level labeling. Testing assessments on AI-ENT
indicate improved performance from the previous explicit Arabic characters recognition approach.
Fig. 1 illustrates a visualization of the proposed Arabic news ticker recognition process.

The following are the highlights of the presented investigation.

e Generation of the novel Al-Ekhbariya News Ticker dataset with pixel-level labeling for explicit
characters recognition.

o Investigation of proposed semantic segmentation approach by contemplating character families
to prevent inter-class correlations and data diversity.

e Demonstration of text formation technique and storage scheme from the recognized characters.
Performance evaluation of proposed method on a custom-built dataset.

e Significant improvements in recognition performance, particularly for correlated character
classes with low representations.
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Figure 1: Proposed model for Arabic news ticker recognition: Explicit segmentation architecture for
character segmentation. Input text image with the corresponding segmented image. Text formation,
word codes generation model for textual recognition and storage. Best viewed in color
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The remaining sections of the paper are organized as follows: The background and related work
in the area of cursive text recognition are described in Section 2. The suggested mechanism for the
proposed Arabic news ticker model is discussed in Section 3. Section 4 presents the experiments and
results, as well as a comparative analysis with the existing techniques for character recognition, while
Section 5 concludes the research.

2 Background and Related Work

The use of news tickers to display headlines or other information has become a regular feature
of several news networks. The ticker has been used in a variety of ways on multiple channels.
News ticker applications are quite useful in e-business, as previously stated. The performance of
OCR engines is important for the high efficiency of such applications. The product level and real-
time applications necessitate efficiency, and excellent recognition algorithms based on comprehensive
real-world datasets. Another aspect affecting OCR’s effectiveness is the nature of the language.
Due to the obvious occurrence of connecting and overlapping letters in cursive scripts, character
segmentation is the most crucial, difficult, and computational step of any OCR system. Most of
the emphasis has always been on various ways of recognizing cursive text using simple scanned
images. Advanced machine learning and pattern recognition techniques are proposed as evolutionary
advancements to OCR problems. For the recognition of Arabic text from videos, [2] used a long
short-term memory (LSTM). References [3,4] introduced the Multidimensional Long Short-Term
Memory (MDLSTM) output layer with Connectionist Temporal Classification (CTC). Reference
[5] demonstrated a rudimentary work using Bidirectional Long Short-Term Memory (BLSTM) to
recognize Urdu News Ticker. Reference [6] suggested a deep learning model based on a Convolutional
Neural Network (CNN) and LSTM combination. Experiments are conducted on 12,000 text lines
culled from 4,000 video frames from Pakistani news stations. Reference [7] proposed a comparable
UrduNet model, which is a hybrid approach of CNN and LSTM. On a self-generated dataset of almost
13,000 frames, a complete set of experiments are carried out. The following sections describe some
related work to meet the challenge of Arabic cursive text recognition methods.

Arabic text recognition methods can be divided into two types i.e., 1) analytical and 2) holistic
approaches [8]. An analytical technique relies on the explicit or implicit segmentation of ligatures or
words into characters. Instead of letters, holistic techniques use ligatures as recognition units. Many
investigations commonly use structural and statistical characteristics. Structural features rely on the
structure of the patterns under study characters or ligatures i-e., information of curves, endpoints,
loops, and distribution of vertical and horizontal lines, etc. Statistical features are based on statistics
derived from the placement of pixels in an image formation. Statistical features normally involve
projections, profiling, moments, pixel densities, etc. The following are some more characteristics of
analytical and holistic approaches.

2.1 Holistic Approach

As previously stated, the holistic approach works on the full ligature, hence the model is trained
and recognized on ligatures. Reference [9] used a holistic approach to analyzing and modifying the
Tesseract engine for the Nastaleeq style typeface. They increased the search space technique and font
sizes to a range between 14 and 16. A self-generated dataset of almost 1.4 million ligatures was used.
The images used were segmented and cleaned. They have created a Tesseract-based Urdu OCR that
supports font sizes ranging from 14 to 44. They developed four separate recognizers to accommodate
varied text sizes for this objective. Reference [10] suggested CNN recognize Nastaleeq font style
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ligatures. The technique analyzed 18,000 ligatures over 98 classes and achieved a recognition rate of
95%. Reference [1 1] introduced a model incorporating raw pixel value as a feature instead of a human-
crafted feature. On the Urdu Printed Text Image (UPTI) dataset with 43 classes and aligned input, they
introduced the Gated Bi-directional Long Short-Term Memory (GBLSTM) based model, claiming
96.71% accuracy. The model is trained on un-degraded and tested on unseen data. Reference [12]
proposed model comprises CNN and Bi-directional Long Short-Term Memory (BDLSTM). Using
a custom build dataset, results in 97.5% on clean image data. The networks can perform word-level
recognition.

By these holistic approaches, each ligature is recognized as a distinct model class. This causes a
large number of ligature classes, and samples per class and increases complexity in the training models.
For applications like news ticker recognition, such techniques are ineffective.

2.2 Analytical Approach

The analytical approach relies on the segmentation of text into characters. Implicit and explicit
segmentation of analytical approaches is discussed below.

2.2.1 Implicit Segmentation

Implicit segmentation is a basic approach that is generally language agnostic. Their accuracy is
determined by their classifying abilities. Reference [13] presents the architecture of the Quran-seq2seq
and Quran-Full-CNN models. These are the combination of CNN and LSTM networks. Customized
Quran Text Image Dataset (QTID) is used for experiments. 98.90% is found as the best character level
accuracy. Reference [14] proposed CNN-RNN Attention Model. The best result on the ALIF dataset
is 98.73% at a character level. [15,16] employ BLSTM and CTC to demonstrate an implicit technique
using the UPTI Nastaleeq font style scripts dataset. References [17,18] utilized MDLSTM with the
UPTI dataset, and it outperformed state-of-the-art approaches by a significant margin. Reference
[18] used statistical features and MDLSTM to attain improved accuracy rates with the same dataset.
Along with the low complexity, high efficiency, and high speed with large information, [19] proposed
zoning characteristics with the combination of Two Dimensional Long Short-Term Memory networks
(2DLSTM). References [| 7—19] used a sliding window procedure to extract features, which are then
supplied to the recognizer.

Several researchers have effectively used an implicit method. Classification methods that are based
on implicit segmentation necessitate a huge amount of training data. The total number of segments for
a word is chosen as a decisive criterion in this method. Less number of segments reduces computations
but it leads to an under-segmentation problem on widely written words. Increasing the number of
segments leads to more computation and more junk sequences, which the model must deal with [1].
This causes under and over-segmentation.

2.2.2 Explicit Segmentation

In this approach, the words are split into smaller individual components, like ligatures, letters,
strokes, or hypotheses which have been analyzed to measure the segmentation points’ validity.
By integrating CNN and MDLSTM, [20] developed a hybrid technique based on explicit feature
extraction. The CNN extracts low-level translational invariant features, which are then fed to the
MDLSTM architecture to learn. Experiments were conducted using a 44-class with UPTI Nastaleeq
cursive scripted database. They used CNN to extract features from the MNIST dataset, which does
not adequately represent Nastaleeq font text features. This suppresses the textual features. In the
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context of the scripted cursive language, [21] claimed that CNN is appropriate to analyze styles of
visual images. They recommend that the strategy of explicit segmentation and feature extraction is
appropriate, although extracting features is difficult to achieve the desired precision. They used Arabic
images from the English-Arabic Scene Text (EAST) dataset for this study.

Mirza et al. [7] present an implicit technique for new tickers from video frames by combining
CNN and LSTM. This can be seen that even on its own training dataset, the model has difficulty
in training with low accuracy. The explicit-based technique provides the advantage of reducing the
number of training classes and minimizing the problem of under-segmentation. It outperforms less
complicated implicit segmentation methods by a small margin [22]. To extract characters, it is necessary
to have a complex understanding of letter patterns, as well as their beginning and ending positions
inside ligatures or words. As different alphabets have distinct features, methods are computationally
complicated and language-dependent. Furthermore, the performance of pre-processing techniques,
particularly binarization and normalization processes, has a significant impact on accuracy.

For the proposed Arabic news ticker cursive text recognition engine, we present a new approach
with a combination of deep learning and text formation methods. Deep convolutional neural networks
are employed to learn alphabets from text line images explicitly. For the obtained segmented characters,
the text formation method is used, which leads to a linguistically recognized form in the next phase.
This also generates word code for storage. Model simplification, not only in architectural terms but
also in parametric reduction and computation gains, are the advantages of the innovative contribution
of the proposed methodology as compared to excessively complicated traditional techniques. The
findings of the newly presented method are superior to those of other methods.

3 Proposed Arabic News Ticker Model

This section presents the flow of the proposed Arabic New Ticker Recognition system, which is
an expert application for e-business. The presented paper mainly focuses on news ticker recognition
models and storage schemes. The study targets the Al-Ekhbariya TV news channel, which is widely
viewed in Saudi Arabia. To this rationale, detected Arabic tickers are segmented by the proposed
robust deep learning-based architecture in a unified manner for high accuracy from the existing
techniques. The ticker text image is semantically segmented into the components of the character.
These components are concatenated to form characters followed by a LeNet-based classification
method. The text format generation method arranges the recognized letters string into sentence
formation of words and generates word codes for effective storage in the next stage. The study also
addresses Arabic text segmentation challenges regarding training data distributions. Fig. 2 shows the
proposed ticker recognition system and the stages are further discussed in the following sections.

3.1 Ticker Segmentation

Qaroush et al. [22] recently presents an explicit method of Arabic character segmentation. The
segmentation is performed in three steps namely segmentation by vertical projection, connected
components, and baseline removal. In the first step, dots and diacritics are removed from a binary
text image using the connected component method. Practically the video data is difficult. It contains
noisy artifacts as described earlier, causing deformation, and merging of dots, diacritic marks, and
letters. The suggested method malfunctioned towards accuracy. The connected components method
is also applied in the second stage of segmentation, aiming to segment the unconnected and vertically
overlapped characters. In the final segmentation stage, the ligatures are segmented by identified
vertical projection. Accurate identification of the baseline with no minor error is obvious. Most of
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the assumptions for segmentation are based on the baseline. It could underperform on less squarish
fonts as fonts must fulfill the assumptions as per the methodology. Robust binarization, especially
in small fonts is very essential as assumption sometimes goes wrong even on squarish fonts as well.
Unfair class data distribution for feature extraction using LeNet-5 is also a factor towards accuracy.
Less number of classes with de-shaped samples up to a certain limit (per class) is a way towards model
simplicity. Reference [23] also used a heuristic method for segmentation with previously mentioned
limitations. Such contemporary methods may work on clean data that is unfeasible for applications
like Arabic news ticker recognition.
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Figure 2: Proposed model for Arabic news ticker recognition: SegNet model presenting down-sample
and up-sampling architecture for character segmentation. Input text image with the corresponding
recognized image. LeNet classification and words code generation model for textual recognition and
storage. Best viewed in color

The present research utilizes a robust SegNet deep learning model to propose an explicit technique
of segmentation. SegNet’s design, like Fully Convolutional Networks (FCN), is divided into two parts:
an operating encoder and a decoder. An encoder first downsamples the text image first, using the same
CNN architecture as FCN or Residual Network (ResNet). Decoding is a CNN method performed
backward, with up-sampling layers instead of down-sampling layers. At the deepest encoding level,
SegNet discards fully connected layers. In comparison to other recently proposed designs, this also
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minimizes the number of parameters [24,25]. On a probabilistic basis, the decoding result is given to
a softmax layer, which generates a predicted label map of the same dimension as the source images.
We used eighteen-layer encoder architecture under this investigation. The encoder layer corresponds
to the decoder layer in the same way as the VGG16 network has thirteen convolutional layers. Hence
the model contains a decoder with eighteen layers as shown in Fig. 2.

The network learns to classify each pixel based on the orientation of the alphabet component,
its spatial location, and its surroundings. Instead of being a vector, the recognized output image
with segmented components has the same dimensions as the input image. Convolution using filters is
performed by the encoder layer. The outputs are batch normalized before being rectified element-by-
element. Eq. (1) is used to accomplish the ReLU process. Eq. (2) predicts label maps probabilistically
using the Softmax classifier. Where x is the batch normalization value, ¢, represents the values at the
output layer and ¢ is the number of outputs.

0
<I>(x)={§ =0 (1
Soft max (&) = % )

The softmax classifier produces a k-channel image of probabilities, with & denoting the number of
classes. At each pixel, the predicted segmentation corresponds to the class with the highest likelihood.
All network settings are set at random. The network’s pooling window dimensions and stride values
are also factors.

Labeled news ticker data at two levels, i.e., in text image character’s component-wise labeling as
well as in text form, is required to develop the proposed methodology of character learning. For the
research community, no such dataset exists, particularly for Al-Ekhbariya’s news tickers Arabic text
recognition. An innovative Al-Ekhbariya News Ticker (AI-ENT) dataset is developed in order to carry
out the ongoing research hypothesis. It accurately labels characters and character components at the
symbolic level. The following Dataset Generation and Labeling Section 3.2 discusses data collection
and processing.

3.2 Dataset Generation and Labeling

The development of an AI-ENT dataset is a challenging task in the investigation. The video data
of telecast streams of the famous Saudi news network Al-Ekhbariya TV are captured. The videos have
a resolution of 1080p. One-third of the bottom portion of video frames is designated as ticker zones
in order to focus on data collection tasks. This bottom portion, based on presumption, is sufficient
because it mostly contains news ticker lines. Bright text on a dark background is also assumed. As
indicated in Eq. (3), the selected area is clamped with threshold epsilon € to form matrix 4, where € is
a 75-pixel value. Gx is a vertical gradient that incorporates vertical derivative estimations at each point
and is clamped with € as shown in Egs. (4) and (5). The normalized moving average representation B
locates the text region and approximates the font size. Tickers of appropriate font size are selected. Font
sizes ranging from 25pt to 42pt are used in this investigation. With the help of distance and vertical
lines at both ends of the ticker image, the areas other than ticker text are removed. Fig. 3 shows some
tickers that are extracted.

0 I'<e
A:{I I>¢ 3



6184 CMC, 2023, vol.74, no.3

G, =h,x4 4)

G. G > e ®)

cluall o dylail Joall 3o Iaac §léi gl il daslso

aypiilg by dudpidlg syl go dljai i :aloil

Figure 3: Extracted text line images of Urdu news ticker

Selected text images are labeled both characters components-wise and in textual form. 2100 news
tickers are captured. Fig. 4 shows a few lines from the AI-ENT dataset together with their character
components-wise label interpretations. Tickers can also contain numeric characters, such as 0 to
9, which are included in the dataset. Characters such as semicolons, slashes, and brackets are also
included. Datasets are labeled in order to build our model more effectively and robustly by grouping
character classes on the basis of character families. The diacritic marks (3 in number) are recognized
as independent classes. Low symbolic representations are comforted by character grouping methods,
which lowers data inequity and diversity. This decreases pixel recognition biases towards more frequent
symbols. Segmented diacritic marks are concatenated with the corresponding prime component by
a restrained distance formula within the width of the prime component of characters in the post-
segmentation procedure. The number of classes (from 42 to 35) and model parameters (k of softmax
classifier) are also reduced significantly using this strategy.
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Figure 4: Visualization of character components-wise labeled Arabic news tickers. Best viewed in color

3.3 Text Formatting

The word identification process of the recognized string of letters is essential for complete text
recognition. The textual formation process is performed in two steps as follows. Words codes are the
outputs of this process to be stored for the searching operation.

3.3.1 Classification Model

By inserting space between words, recognized character representations are brought into a
sentence of words. For this objective, the research employs a LeNet-5 model with minor modifications
in the final layer to classify more than 10 classes. The network only contributes to the recognition of
consecutive characters and the word’s terminal character to add space after each word. Depending on
where it appears in the word, Arabic letters contain multiple shapes. Normally the shape of the last
character of the word is almost similar to the independent letter shape and can be differentiated from
the other shapes. This method does not assure that identified symbols will be appropriately arranged
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into word formation sentences. For further corrections, a searching-based syntax rectification tech-
nique is developed, which will be addressed in the next Word code Generator section.

Minor segmentation misclassifications are removed by a statistical modulus operation using a
window size of 3 x 3 pixels. Segmented characters are then provided for classification via a concatena-
tion process. For this purpose, prime components and diacritic marks from the recognized image are
relabeled in a sequential sequence. The segmented image’s recognized letters are ordered from right to
left. After the concatenation of prime components with diacritic markings, these characters are sorted
based on the left borders and placed in 32 x 32 pixels dimension buffers, as illustrated in Fig. 2. The
character that is greater than 32 x 32 pixels in height, width, or both are scaled down to a maximum of
32 pixels in height, width, or both while maintaining the aspect ratios. The classification model utilizes
these character candidates as input. This process only determines the ending and successive characters.
The letters, which have similar shapes at the end of the words and ligatures, are not addressed in this
model.

3.3.2 Words Code Generator

The suggested syntax correction approach entails a search for entire words inside the identified
string. Words lists are organized in ascending order. A track of these key lists is maintained in a separate
array of pointers. This pointer array is characterized as a sparse array because it contains information
about word lists. Each list has a fixed number of words, n, ranging from 2 to m, where the maximum
word length in data is m. These lists are arranged to perform an efficient search of words [26]. Using
a search procedure, we attempted to find the whole word by starting with the longest word. Unless a
word is not found in the list, continue searching in a list of words of length (n—1) until the word list
reaches two characters. Failing at each step is finally an isolated character.

For sentence organization, the proposed classification and syntax correction reinforce each
other. In searching methodology, without the classification method, a sequence of incorrect textual
recognition followed by a single miss-classified character is possible.

The unique code of the word is the combination of the list number and the index number within
the list. This code is used to save data for later retrieval. The unsigned short data type of 16-bit can be
used to store codes. This technique is storage space efficient because most words have more than two
letters. The approach decreases the use of storage resources, while also allowing for effective searches
using these key codes. Our study recommends this efficient scheme of storage and searching for future
implementation. Fig. 2 describes the layout of the proposed Arabic New ticker architecture.

4 Results and Experiments

A total of 2100 news tickers are employed (1170 for training, 130 for validation, and 800 for
testing for segmentation). These news tickers are single channels, contained in a 205 x 1365 pixel buffer
with character-level labeled images in correspondence with 205 x 1365 pixel size (ground truths).
Experiments are carried out using a computer system with an Intel® Core™ i3-8100 processor with
3.60 GHz x 4, 8GB DDR-5 RAM and SSD media. The processing is carried out on a GeForce RTX™
2070/PClIe/SSE2 NVIDIA Graphics Processing Unit (GPU).

From the analysis perspectives of the proposed methodology [22], the technique is implemented
in the context of explicit segmentation. For this, news ticker data without numeral characters are
selected from the training and testing parts of the AI-ENT dataset. LeNet-5 convolutional network
is implemented on MATLAB for feature extraction and character/ligature recognition with the
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mentioned model parameters. The LeNet-5 model used with minor modifications in the final layer
consists of 78 numbers of classes, containing a combination of two characters or ligatures, and isolated
characters from our particular dataset. Several segmentation limitations were observed as discussed
earlier. Unfair class data distribution is also noticed while data preparation from AI-ENT. The network
is trained for 3220 iterations using learning rates of 0.01 and batch size of 32. We selected 11311 images
(32 x 32) from the training part of tickers. The training details are tabulated in Table I. The training
graph of LeNet is shown in Fig. 5. Final validation accuracy is 90.30%.

Table 1: LeNet training using the AI-ENT dataset

LeNet parameters Values
Number of training characters 11311
Number of validation characters 1000
Batch size 32
Learning rate 0.01
Training time Im 13sec
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Figure 5: Graphical representation of LeNet validation accuracy, training loss, and validation loss
curves. Best viewed in color

4.1 Proposed Segmentation Experiments

The investigations are carried out by taking into account the learning model, which groups
character into families based on their homogeneous shapes. SegNet, a segmentation algorithm written
in C++ and Python, is used to research. This contains eighteen convolutional layers in the encoder,
and each encoder layer has a corresponding decoder layer. As an activation function, Rectified Linear
Units (ReLU) are employed. The final decoder output is connected to a multi-class softmax classifier
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to provide class probabilities for each pixel individually. Tables 2 and 3 provide the parameters and
matrix shapes for the encoding and decoding layers in the network. The total number of parameters
includes the number of bias parameters. The learning rate is set to sigmoid decay.

Table 2: Arabic SegNet encoding layers with parameters and matrix shapes

Encoding Kernel Number Convolution  Batchnor- Mask BN + Bias Total

layers size of filters output malization pooling parameters number of

parameters
Convolution 3 64 64 x 205 x 1365 Yes No 128 768
Convolution 3 64 64 x 205 x 1365 Yes No 128 37056
Max pooling 2 - - No Yes - -
Convolution 3 64 64 x 103 x 683 Yes No 128 37056
Convolution 3 64 64 x 103 x 683 Yes No 128 37056
Max pooling 2 - - No Yes - -
Convolution 3 64 64 x 52 x 342 Yes No 128 37056
Convolution 3 64 64 x 52 x 342  Yes No 128 37056
Convolution 3 64 64 x 52 x 342 Yes No 128 37056
Max pooling 2 - - No Yes - -
Convolution 3 64 64 x26 x 171  Yes No 128 37056
Convolution 3 64 64 x26x 171  Yes No 128 37056
Convolution 3 64 64 x26x 171  Yes No 128 37056
Max pooling 2 - - No Yes - -
Convolution 3 64 64 x 13 x 86 Yes No 128 37056
Convolution 3 64 64 x 13 x 86 Yes No 128 37056
Convolution 3 64 64 x 13 x 86 Yes No 128 37056
Max pooling 2 - - No Yes - -

Table 3: Arabic SegNet decoding layers with parameters and matrix shapes

Decoding Kernel Number Deconvolution Batchnor- Mask BN + Bias Total
layers size of filters output malization pooling parameters number of
parameters
Upsample 2 - - No Yes - -
Deconvolution 3 64 64 x13x86  Yes No 128 37056
Deconvolution 3 64 64 x13x86  Yes No 128 37056
Deconvolution 3 64 64x13x86  Yes No 128 37056
Upsample 2 - - No Yes - -
Deconvolution 3 64 64 x26 x 171  Yes No 128 37056
Deconvolution 3 64 64 x 26 x 171  Yes No 128 37056
Deconvolution 3 64 64 x 26 x 171  Yes No 128 37056

(Continued)
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Table 3: Continued
Decoding Kernel Number Deconvolution Batchnor- Mask BN + Bias Total
layers size of filters output malization pooling parameters number of
parameters
Upsample 2 - - No Yes - -
Deconvolution 3 64 64 x 52 x 342 Yes No 128 37056
Deconvolution 3 64 64 x 52 x 342 Yes No 128 37056
Deconvolution 3 64 64 x 52 x 342 Yes No 128 37056
Upsample 2 - - No Yes - -
Deconvolution 3 64 64 x 103 x 683 Yes No 128 37056
Deconvolution 3 64 64 x 103 x 683 Yes No 128 37056
Upsample 2 - - No Yes - -
Deconvolution 3 64 64 x 205 x 1365 Yes No 128 37056
Deconvolution 3 36 36 x 205 x 1365 Yes No - 20900

Table 4 sums up the details of the training. The training took 58 h. The training procedure
is depicted graphically in Fig. 6 (blue, orange, and green curves of training loss, training loss, and

validation loss respectively).

Table 4: SegNet training details comparison with the proposed technique using the AI-ENT dataset

SegNet training details

Training with proposed method

Symbol classes 35
Training epochs 100
Batch size 1
Learning rate 0.001
Normalization Pixel
Training time 58 Hrs
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Figure 6: Graphical representation of SegNet validation accuracy, training loss, and Validation loss

curves. Best viewed in color
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4.2 Proposed Text Formation Model Experiments

As earlier described, with the use of the LeNet model implemented on MATLAB, all the
candidates are placed in a 32 x 32 pixels buffer dimension following the concatenation procedure.
As illustrated in the design Fig. 2, these candidates are trained with their correspondlng ground truth.
For this 46 classes are used. The network is trained for 3620 iterations using learning rates of 0.01 and
batch size of 32. We select 12615 images (32 x 32) from the training part of tickers. Training details for
the LeNet models are tabulated in Table 5. Training curve for the model is shown in Fig. 7. The final
validation accuracy is 95.70%.

Table 5: LeNet training using the AI-ENT dataset

LeNet parameters Values
Number of training characters 12615
Number of validation characters 1000
Batch size 32
Learning rate 0.01
Training time Im 19sec
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Figure 7: Graphical representation of LeNet validation accuracy, training loss, and Validation loss
curves. Best viewed in color

5 Result Analysis

The suggested SegNet training model’s final validation accuracy for 32 classes is 99.98%, with
validation and testing losses of 0.0011 and 0.00030, respectively. Pixel-level segmentation refers to
the classification of unique characters or component pixels from the rest, in terms of semantic
segmentation. Segmenting character or character components as a unit within a ligature or word is
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referred to as character or character component-level segmentation. After a filtration process that
removes miss-classified pixels based on area under-recognized segments, the concatenation segmented
letter pixels are boundaries as prediction masks. The appropriate information retrieval measures, F-
Score and Accuracy, are given below in Eqgs. (6)—(9) to evaluate each of the predicted masks with each
of the available target masks of specified input. The scores are based on masks that overlap by at least
50%.

TotalCorrectPixels

A = 6

ceuracy Total NumberOf Pixels ©
TP

A 7

precision TP+ FP (7

TP

recall = ——— (8)

TP+ FN

precision x recall
2 x

©)

F — score =

precision + recall

where True Positive is TP, False Positive is FP, and False Negative is FN. On test data, the proposed
segmentation model has an overall pixel-wise accuracy of 89.94%. The proposed approach’s detailed
performance is shown in Table 6. On the other hand, the reference method achieves 88.0% accuracy
in segmentation observed manually.

Table 6: Detailed Arabic characters segmentation performance of proposed method

Character  F-Score Precision  Recall Character F-Score Precision  Recall
class class

0.95645 0.95325 0.95968
0.98084 0.98479 0.97693
0.95466 0.94598 0.96351
0.93248 0.91037 0.95571
0.96612 0.94043 0.99327
0.98626 0.98983 0.98272
0.97686 0.97253 0.98124
0.93409 0.91037 0.95909
0.91471 0.90614 0.92345
0.96152 0.94309 0.98070
0.94988 0.94922 0.95056
0.98136 0.97317 0.98969
0.96315 0.96856 0.95781
0.98003 0.97681 0.98328
0.96998 0.96473 0.97529
0.97976 0.96034 1

0.94008 0.93776 0.94242
0.95678 0.92563 0.99012

0.91065 0.83674 0.99890

0.99186 0.98982 0.99391
0.98213 0.97634 0.98799
0.97331 0.97245 0.97418
0.97699 0.97483 0.97916
0.96489 0.95002 0.98024
0.97941 0.97343 0.98546
0.98333 0.97112 0.99587
0.98180 0.98276 0.99385
0.97621 0.96254 0.99028
0.98981 0.98952 0.99011
0.94295 0.90037 0.98976
0.94869 0.90239 1

0.95961 0.92237
0.97088 0.94342
0.95813 0.91964
0.94310 0.89234
0.98807 0.97644
0.94691 0.89918

0.99212 0.98438

j—
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(Continued)
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Table 6: Continued

Character  F-Score Precision  Recall Character F-Score Precision  Recall
class class

a 0.97700 0.96466 0.98967 0 0.99337 0.98684 1

a 0.99093 0.98634 0.99558 .32 0.93050 0.88025 0.98685

Average 0.96534 0.94883 0.98326

The accuracy of the text formation method is 96.26%. In the LeNet classification process,
erroneous detection is usually de-shaped and hard to identify. Notably, the recognition rate performs
better on the average font size of the AI-ENT dataset. Digits have more recall rate due to their
uncorrelated shape and orientation. Due to the grouping of prime components and the simplicity of
the learning model, the proposed technique benefits from a higher recognition rate of low-frequency
characters. An explicit method in the context of Arabic characters recognition analysis is tabulated in
Table 7.

Table 7: Performance comparison with the AI-ENT dataset

Recent works Accuracy in percentage
Supriana et al. [27] 82.0%
Qaroush et al. [22] 88.0%
This study 96.5%

6 Conclusion

This study suggested the Arabic New Ticker Recognition system, an expert application. The
primary focus of the article is on novel ticker recognition models and storage schemes. This proposed
an innovative explicitly learning-based strategy for recognizing cursive text of news tickers. The work
focuses on the Al-Ekhbariya TV news channel, which is extensively watched in Saudi Arabia. The
ticker text image is semantically segmented into letters, followed by LeNet based word identification
method, and generates word codes for effective storage. Strong representation of data symbols
with font sizes is essential. Data curation and augmentation, with the idea of character families
incorporated to improve fairness. Evaluation results in a better character recognition rate. The
technique proves the performance on recognition and has significance. Other learning models like
UNet etc. can be used for performance evaluation. Moreover, the concept of an Arabic dictionary at
the syntax correction stage can improve performance levels.
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