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Abstract: Residential sector is one of the energy-consuming districts of coun-
tries that causes CO2 emission in large extent. In this regard, this sector must
be considered in energy policy making related to the reduction of emission of
CO2 and other greenhouse gases. In the present work, CO2 emission related
to the residential sector of three countries, including Indonesia, Thailand, and
Vietnam in Southeast Asia, are discussed and modeled by employing Group
Method of Data Handling (GMDH) and Multilayer Perceptron (MLP) neural
networks as powerful intelligent methods. Prior to modeling, data related to
the energy consumption of these countries are represented, discussed, and
analyzed. Subsequently, to propose a model, electricity, natural gas, coal,
and oil products consumptions are applied as inputs, and CO2 emission is
considered as the model’s output. The obtained R2 values for the generated
models based on MLP and GMDH are 0.9987 and 0.9985, respectively.
Furthermore, values of the Average Absolute Relative Deviation (AARD) of
the regressions using the mentioned techniques are around 4.56% and 5.53%,
respectively. These values reveal significant exactness of the models proposed
in this article; however, making use of MLP with the optimal architecture
would lead to higher accuracy.
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Abbreviations

AARD Average Absolute Relative Deviation
ANFIS Adaptive Neuro Fuzzy Inference
ANN Artificial Neural Network
GDP Gross Domestic Product
GMDH Group Method of Data Handling
IEA International Energy Agency
MLP Multilayer Perceptron
NMSE Normalized Mean Squared Error
PCM Phase Change Material
RD Relative Deviation
SVD Singular Value Decomposition
TFC Total Final Consumption

1 Introduction

Fossil fuel consumption is the key factor of greenhouse gases emission in different sectors,
including transportation, residential, industrial etc. In order to decrease the emission of these gases
and their unfavorable consequences, different solutions such as decreasing energy consumption, using
clean energy sources, and applying carbon capture technologies have been proposed [1–3]. According
to data presented by International Energy Agency (IEA) [4], the industry and transport sectors are
responsible for the highest total final consumption (TFC) and are followed by the residential sector,
as shown in Fig. 1. In 2019, residential sector was responsible for 1969 Mt of CO2 emission in the world
which is remarkable and shows its substantial role in the overall emission. Similar to the other sectors,
different energy sources such as oil products, natural gas, and coal are usable in the residential sector,
and CO2 emission would be affected by the types of energy consumption due to the dependency of
emission on the fuel kind.
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Figure 1: Shares of different sectors in TFC of the world in 2019 [4]
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As indicated, energy consumption and applied technology significantly influence the emission
of greenhouses in all sectors. Energy saving and applying clean technologies in the residential sector
would decrease emissions. Given this, different strategies have been suggested for buildings and the
residential sector. The use of phase change materials (PCMs) for thermal comfort is one of the
proposed approaches for energy saving in buildings. For instance, Al-Rashed et al. [5] investigated
the impact of using passive PCM technique in building envelopes by considering Kuwait climate
conditions and found that using this technique in vertical load would be possible to save CO2 and
energy by 198.65 kg/m2.year and 481 kWh/m2.year, respectively. Applying heat pumps integrated with
renewable energy sources such as solar or geothermal is another technique for reducing emission and
energy consumption. For instance, Kim et al. [6] found that utilizing a geothermal heat pump with
thermal storage unit can lead to energy savings of around 77% for heating and approximately 20%
in cooling compared with the conventional system. In another work [7], it was noticed that for their
case study, Chinese cold region, employing geothermal heat pump utilizing spiral coil energy piles just
consume 51%–62% of a conventional system based on the boiler. There are other techniques such as
using laminated glasses with some special features that can cause energy savings and a decrease in
emission of CO2 [8].

Due to the dependency of emission on energy consumption and the shares of various energy types,
it could be possible to predict CO2 emission by using appropriate inputs such as consumption of energy
sources. Owing to the high performance of intelligent techniques in modeling complex systems [9],
it is possible to apply these techniques to environmental problems. For instance, Birjandi et al. [10]
applied Artificial Neural Network (ANN) to estimate the CO2 emission of some countries in Southeast
Asia and found the performance significant. Rezaei et al. [11] used Group Method of Data Handling
(GMDH) for emission estimation of countries in Nordic countries and observed that the exactness
is pinpointed. Ghalandari et al. [12] employed an intelligent technique for predicting CO2 emission
in some European countries and obtained considerable accuracy with an R2 of 0.9999. Ali et al. [13]
proposed a predictive model for the CO2 emission of some countries located in Southeast Europe
and obtained an accurate output with an R2 of around 0.999. Based on the mentioned findings, it is
concludable that these techniques can model CO2 emission in the residential sector. Ahmadi et al. [14]
used GMDH to estimate the CO2 emission of some countries in the Middle East by considering energy-
related factors and GDP and reached R2 of 0.9998. In another research, Ghazvini et al. [15] applied an
intelligent technique based on support vector machine to model CO2 emission in G8 countries. They
found that using an optimization algorithm to minimize the error affects the exactness of the predicted
values. Jena et al. [16] used multilayer ANN to forecast CO2 emission of 17 countries that had a key
role in the worldwide emission and observed an average of 96% forecasting accuracy, which was much
more than the previous models.

Regarding the possibility of modeling complex problems using intelligent techniques, utilization
of these methods can be extended to different fields of science, such as the environment. In this regard,
this article focuses on the estimation of CO2 emission in three countries, including Indonesia, Vietnam,
and Thailand, by considering the energy-related factors for the first time. Using the proposed models,
CO2 emission can be forecasted in the future by considering different scenarios. In the first step, some
of the key features of the energy-related parameters in these countries are represented and discussed.
Afterward, GMDH is explained as one of the most applied methods in modeling CO2 emission.
Finally, the CO2 emission of these countries are estimated by making use of GMDH and the estimated
data are evaluated by utilizing some statistical criteria.
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2 Case Studies

As noted in the introduction section, the residential sector is responsible for a significant portion of
overall CO2 emission worldwide. The emission of greenhouse gases in this sector significantly depends
on the energy consumption and share of each energy source in the total energy consumption. This
article considers three cases, including Indonesia, Vietnam, and Thailand, located in Southeast Asia,
and some of the most important data on the energy system of these countries, with a focus on the
residential sector, are gathered from IEA and represented here [4]. As shown in Fig. 2, the CO2 emission
of these countries has increased in recent decades, which can be mainly attributed to the development
of industrial activities and economic growth. Between 2000 and 2019, CO2 emission in Indonesia,
Vietnam, and Thailand increased from 255 to 583.4 Mt (128.78% increase), 44.2 to 282.3 Mt (538.68%
increase), and 153.4 to 251.4 Mt (63.88% increase), respectively, while CO2 emission of the world in
this period increased from 23240.1 to 33621.5 Mt (44.67% increase). In the following paragraphs, some
of the key data on these countries’ energy systems and CO2 emission are represented.
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Figure 2: Total CO2 emission of the case studies between 2000 and 2019 [4]

Population in Indonesia had an increasing trend in recent decades that has increased from around
181,413,000 in 1990 to approximately 276,361,000 in 2021 [17] while in his period Gross Domestic
Product (GDP) has increased from 106.14 billion USD to 1.19 trillion USD [18]. Increment in these
indicators means a higher requirement for energy consumption. Indonesia has the highest production
of biofuels in the world and is increasing efforts to exploit the potential of renewable energy. Access to
electricity in this country has increased remarkably in recent years, which caused significant increment
in the final electricity consumption, more than 821% from 1990 [19]. In Indonesia, the highest value of
TFC in 2019 was in the hands of the industry sector, followed by the transport and residential sectors,
respectively. Until 2010, the residential sector had the highest share in TFC of this country; however,
the industry and transport sectors’ share in TFC has been increased after 2010. CO2 emission in the
residential sector of this country was around 148 Mt in 2019, and TFC of this country in this sector
was 1331291 TJ in 2019. Residential share in TFC of this country has decreased from 52.6% in 1990
to 19.8% in 2019, while shares of transport and industry have increased in these years. There are some
energy-related plans in this country, such as the extension of the grid, promotion of off-grid solar
systems and micro-hydro in addition to diesel generator and hybrid systems based on the solar system
and diesel [19].

Population in Vietnam has increased from around 67,988,000 in 1990 to more than 98,168,000 in
2021 [17], while GDP has increased from 6.47 billion USD to 362.64billion USD in the mentioned
period [18]. In Vietnam, the capacity of non-hydro renewable energy has been increased, and it is
planned to reach 21% of total installed capacity in 2030 and reduce the share of coal-fired capacity
from 52% to 43%. The government of Vietnam has started systematic policies in order to promote
renewable energies since early 2000s, and this country became the 1st major East Asia developing



CMC, 2023, vol.74, no.3 5683

economy that ceased the development of nuclear power plants in 2017 [20]. It is targeted to increase
the share of renewable in the total primary energy supply to 15%–20% in 2030 and 25%–30% in 2050
[21]. Since 1990, the final electricity consumption of Vietnam has increased by more than 3350%, and
the emission of CO2 has increased by more than 1500% [22]. The highest TFC in 2019 was owned
by industry which was followed by the transport and residential sectors, respectively. Before 2008,
this country’s highest share of TFC belonged to the residential sector. In 2019, CO2 emission and
TFC∼of∼Vietnam in the residential sector were 42 Mt and 314161 TJ, respectively. Residential share
in TFC of Vietnam was 59% in 1990 while it was decreased to 12.2% in 2019. In this period, industry
share of this country increased from 28.5% to 53.6% [22].

In Thailand, the population has increased from about 56, 558,000 in 1990 to more than 69,950,000
in 2021 [17], and this country’s GDP has increased from 85.34 billion USD to 505.98 billion USD
in the same period [18]. Thailand’s energy policy focuses on decreasing dependency on natural
gas∼to∼improve energy security. In addition, according to the policy made in this country, it is
planned to decrease energy intensity by 30% by 2036 compared with the level of 2010; furthermore,
it is targeted to reach net zero emissions of greenhouse gases in 2050 by considering technology
transfer/cooperation and financing availability [21]. Compared with the other countries considered
here, final electricity consumption had lower growth from 1990 by the value of around 400%.
Increment in CO2 emission of this country was approximately 210% from 1990 [23]. The industry
owned the highest TFC value in 2019 in Thailand, followed by transport, non-energy use, and
residential sectors, respectively. CO2 emission and TFC of the residential sector for Thailand in 2019
were 4 Mt and 398259 TJ, respectively. Residential share in TFC of Thailand was 26% in 1990, while
it decreased to 9.3% in 2019 [23]. In Figs. 3 and 4, CO2 emission and TFC of these countries between
2000 and 2019 are illustrated, respectively.

0

5

10

15

20

25

30

35

2000 2005 2010 2015 2020

C
ar

bo
n 

di
ox

id
e 

em
is

si
on

 in
 

re
si

de
nt

ia
l s

ec
to

r 
(M

t)

Year

Indonesia

Thailand

Vietnam

Figure 3: Carbon dioxide emission in residential sector of the countries between 2000 and 2019 [4]
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Figure 4: TFC in residential sector of the countries between 2000 and 2019 [4]
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3 Method

Due to the complexity of systems, mathematical correlations are not selected for modeling the
systems and material features. Although they are so popular for modeling and possess advantages
such as plain structure and usefulness, they cannot be applied to complicated systems. As, they lack the
capability of taking the interrelation of determining variables of outputs into account. Thus, regarding
the modeling of systems in which the complexity of input relationships is high, ANNs are viewed
as appropriate intelligent procedures. Multilayer Perceptron (MLP) ANN is one of the conventional
intelligent techniques used for regression and modeling. This type of ANN consists of three main
layers: input, hidden, and output. It should be noted that only one or more layers can be applied in
the network hidden layer. The layers of the network contain some neurons. The number of inputs and
outputs determines the quantities of the neurons in these two layers, while there is no definite rule for
the optimal number of neurons in the hidden layer. In the modeling procedure by using MLP, each
neuron of a layer is passed into the subsequent layer’s neurons, and this regulation is applied to all of
the layers except the layer that is considered as input. Each neuron has its own summing and activation
functions. The weight factor is initially multiplied by the inputs, and the determined values are summed
together. Subsequently, the summing function is used as the input of the activation function [24]. In the
present article, we make use of the radial basis function as the activation function. To find the optimal
architecture, different numbers of neurons in the range of 4–10 in this work are taken into account,
and normalized MSE is used as the criterion for the selection of the best network.

GMDH is another technique used here for modeling. Generally, facing complicated systems
comprising a set of data with several inputs and only one output, VKG (Voltera Kolmogorov Gabor)
polynomials (Eq. (1)) can be applied in the modeling process [25,26].

y = a0 +
∑n

i=1
aixi +

∑n

i=1

∑n

j=1
aijxixj +

∑n

i=1

∑n

j=1

∑n

k=1
aijkxixjxk + . . . (1)

With reference to Eq. (1), x = (x1, x2, . . . , xn), y, and ai . . . are input vectors, model output, and
coefficients of polynomial, respectively. The second order multinomials made of a paired combination
of network are the basis for approximation of VKG polynomials. This idea, recognized as the
training approach for complex system modeling, is the foundation of the GMDH algorithm [26].
The construction of the GMDH Neural Network is multilayered and feed-forward, including a series
of neurons. The creation of the neurons took place through various input pairs being connected via
second-order multinomial. The layers are constructed of some processing components made up of one
output and two inputs. The components are the model’s constituent parts, and based on Eq. (2); in
particular, they are considered to be a second-order polynomial [25].

ŷ = a0 + a1x1 + a2x2 + a3x1x2 + a4x2
1 + a5x2

2 (2)

Regarding Eq. (2), the unfamiliar parameters in GMDH algorithm are ratios of the polynomial.
As Eq. (2) reveals, computing the output ŷi for each input vector x = (xi1, xi2) , i = 1, 2, . . . , m requires
a minimized average of squared error (Eq. (3)).

e =
∑m

i=1

(
ŷi − yi

)2
(3)

Applying the partial derivative of Eq. (3) contributes to finding the minimum of the error. A
system of linear equations Aa = y is the outcome of the utilization of Eq. (2) in this partial derivative.
In this system of equations, a = {a0, a1, a2, a3, a4, a5}, y = {y1, . . . , ym}T , and the coefficient matrix A
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are in accordance with Eq. (4):

A =

⎡
⎢⎢⎣

1 x11 x12 x11x12 x2
11 x2

12

1 x21 x22 x21x22 x2
21 x2

22
...

...
...

...
...

...
1 xm1 xm2 xm1xm2 x2

m1 x2
m2

⎤
⎥⎥⎦ (4)

The approach taken to find an answer for the system of linear equations (Aa = y) was the
utilization of singular value decomposition (SVD) method which resulted in the calculation of the
unknown coefficient a by Eq. (5) [25].

a = (
ATA

)−1
ATy (5)

Based on Eq. (5), AT is the transpose of the coefficient matrix A. Employing this technique, the
calculation of the unknown coefficient a can be fulfilled in the majority of cases. In the case of non-
invertibility of the matrix

(
ATA

)
, Tikhonov method was used for solving the equation.

Designing the GMDH Neural Network aims to prevent network divergence and create an
association between the architecture and shape of the network and one or some numerical parameters
so that they go through the same and reciprocal changes. Specific capabilities of evolution approaches
like genetic algorithm have made them largely applicable in various phases of the neural network design
process. Indeed, among all the capabilities of these methods, being able to find the optimal quantities
and the eventuality of investigation in unpredictable spaces gives them this vast application.

In this study, the neural network and its coefficients are obtained by using GMDH Shell Software.
For extensively identifying the GMDH Neural Networks, there should be no restriction on using
contiguous layer for building the next level. The mentioned type of neural networks known as GS
makes use of all the previous layers and the input layer as well [25–27].

In the current paper, the evaluation of the regressions was conducted through using various
criteria, including the R-squared, Relative Deviation (RD), Normalized Mean Square Error (MSE),
and Average Absolute Relative Deviation (AARD) being determined as:

R2 = 1 −
∑i=m

i=1

(
yactual

i − ypredicted
i

)2

∑i=m

i=1

(
yactual

i − yactual
)2

RDi = yactual
i − ypredicted

i

yexperimental
i

∗ 100

NMSE =
1
m

∑i=m

i=1

(
yactual

i − ypredicted
i

)2

yactual

AARD = 1
m

∑i=m

i=1

∣∣∣∣
yactual

i − ypredicted
i

yactual
i

∗ 100

∣∣∣∣
where actual and predicted superscripts refer to the actual value and corresponding predicted ones,
respectively.

4 Results and Discussion

To estimate CO2 emission of the considered countries, Indonesia, Thailand and Vietnam, available
data between 2000 and 2019 are used. Model inputs for the estimation are electricity consumption, oil
products, coal, and natural gas in the residential sector. For network training, 70% of gathered data are
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used, and the others are applied for the test. It should be noted that the data are divided into these two
groups randomly in order to prevent any bias. In the case of making use of MLP, to find the optimal
state, the number of neurons is varied and compared based on NMSE. As provided in Table 1, the
network with six neurons in the hidden layer is the one with the maximum exactness. In Fig. 5, the
estimated data by the obtained models are provided. It is noticeable that estimated values are very
close to the actual ones for both models, optimal MLP and GMDH, revealing pinpoint exactness
of the regression and its reliability in prediction. The R2 value is one of the main criteria used for
the assessment of model exactness, and a closer value to 1 indicates higher accuracy. R2 of training,
test and overall datasets for MLP and GMDH are 0.9985 & 0.9995 & 0.9987 and 0.9984 & 0.9989 &
0.9985, respectively.

Table 1 NMSE of the networks with different architectures

Number of neurons NMSE

4 Training: 1.4419-Test: 2.2402-Overall: 1.6661
5 Training: 0.0113-Test: 0.0057-Overall: 0.0098
6 Training: 0.0121-Test: 0.0036-Overall: 0.0097
7 Training: 0.0524-Test: 0.0414-Overall: 0.0494
8 Training: 0.0501-Test: 0.0507-Overall: 0.0503
9 Training: 0.0090-Test: 0.0197-Overall: 0.0120
10 Training: 0.0985-Test: 0.0296-Overall: 0.0791
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Figure 5: Estimated value vs. actual data for a) MLP and b) GMDH
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Besides R2, there are some other criteria for the assessment of the model and its performance. In
this regard, Relative Deviation (RD) is applied as another criterion. In Fig. 6, RD vs. actual values are
shown. The highest values of the RD are approximately 17.6% and 20% for the MLP and GMDH,
respectively, while most of them are in the range of ±5%, which is another evidence of the reliability of
the estimation by these models. In order to have a better evaluation, AARD can be used to determine
the closeness of the estimated data to the actual quantities. AARD of the training, test and overall
datasets of MLP and GMDH models are around 4.94% & 3.71% & 4.56% and 5.76% & 5.04% &
5.53%, respectively. These values of AARD show an acceptable exactness of the proposed regressions
proposed by both methods in estimating residential CO2 emission of the countries considered as case
studies of this study.
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Figure 6: RD vs. actual value of CO2 emission of the countries for a) MLP and b) GMDH

The last criterion employed for the evaluation of the model in the estimation of CO2 emission
in the residential sector of the countries is NRMSE. Determined values of NRMSE for the training,
test, and overall datasets of MLP and GMDH are around 0.0121 & 0.0036 & 0.0097 and 0.0124 &
0.0094 & 0.0116, respectively, as shown in Fig. 7. Since the lower value of this parameter, closer to
zero, means more perfectness, the obtained values show acceptability of the model in term of accuracy.
On the basis of the quantities of the applied criteria for evaluation, it can be noted that the present
model is acceptable for estimation of residential sector CO2 emission and can be used for prediction
by considering different scenarios based on the consumption of natural gas, oil products, electricity
and coal in this sector.
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5 Suggestions for the Future Works

In the previous section, “results and discussion,” the proposed models were investigated and
assessed by applying various statistical indexes, including NMSE, RD, AARD, and R2. Although
the proposed models have high exactness, their accuracy can be further improved by making use of
different optimization algorithms to regulate hyperparameters. In addition, it would be an attainable
idea to consider more cases from different regions of the world to reach models with more comprehen-
siveness. Furthermore, future studies can consider sensitivity analysis in order to find the importance of
different variables utilized as the inputs. Moreover, it would be useful to apply other machine learning
approaches such as Adaptive Neuro Fuzzy Inference (ANFIS) in the upcoming works and compare
the results with the current study. Aside from other approaches and techniques, testing other functions
in the structure of the current network can be useful in finding a more accurate model.

6 Conclusion

The present article focuses on the estimation of CO2 emission in the residential sector of three
countries in Southeast Asia, including Indonesia, Vietnam, and Thailand. In this regard, the energy
system of these countries, with a focus on the residential sector, was briefly discussed. Literature
review on the energy system of the countries revealed that all of them have focused and invested
in systems with lower emission of CO2 for the future years, and it is planned to implement policies
that would lead to cleaner energy systems. Subsequently, data related to the consumption of oil
products, electricity, coal, and natural gas in the residential sector were gathered in different years.
Finally, GMDH and MLP were employed to estimate CO2 emission based on the consumption of
the mentioned energy sources. Comparison between the actual and estimated CO2 emission in the
residential sector demonstrated acceptable accuracy of the models, using MLP and GMDH, with R2

of around 0.9987 and 0.9985, respectively. Furthermore, the AARDs of the models obtained by MLP
and GMDH were 4.56% and 5.53%, with a maximum relative deviation of around 17.6% and 20%,
respectively. NRMSEs of the present model used for estimation are around 0.0097 and 0.0116 for the
models obtained by MLP and GMDH, respectively, which is another evidence of the pinpoint accuracy
of the model obtained in this study. Comparing the mentioned statistical indexes demonstrates that
using MLP with the optimal architecture can provide prediction with higher accuracy in comparison
with GMDH.
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