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Abstract: Explainable AI extracts a variety of patterns of data in the learning
process and draws hidden information through the discovery of semantic
relationships. It is possible to offer the explainable basis of decision-making
for inference results. Through the causality of risk factors that have an ambigu-
ous association in big medical data, it is possible to increase transparency
and reliability of explainable decision-making that helps to diagnose disease
status. In addition, the technique makes it possible to accurately predict
disease risk for anomaly detection. Vision transformer for anomaly detection
from image data makes classification through MLP. Unfortunately, in MLP,
a vector value depends on patch sequence information, and thus a weight
changes. This should solve the problem that there is a difference in the result
value according to the change in the weight. In addition, since the deep
learning model is a black box model, there is a problem that it is difficult to
interpret the results determined by the model. Therefore, there is a need for an
explainable method for the part where the disease exists. To solve the problem,
this study proposes explainable anomaly detection using vision transformer-
based Deep Support Vector Data Description (SVDD). The proposed method
applies the SVDD to solve the problem of MLP in which a result value is
different depending on a weight change that is influenced by patch sequence
information used in the vision transformer. In order to draw the explain-
ability of model results, it visualizes normal parts through Grad-CAM. In
health data, both medical staff and patients are able to identify abnormal
parts easily. In addition, it is possible to improve the reliability of models and
medical staff. For performance evaluation normal/abnormal classification
accuracy and f-measure are evaluated, according to whether to apply SVDD.
Evaluation Results The results of classification by applying the proposed
SVDD are evaluated excellently. Therefore, through the proposed method,
it is possible to improve the reliability of decision-making by identifying the
location of the disease and deriving consistent results.
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1 Introduction

In medical big data, there has been an increase in the demand for transparency and reliability of
decision-making that helps to diagnose the status of disease risk. For the improvement in the healthcare
of people in the latent high-risk groups, predictive modeling and semantic relationship discovery based
on interpretable machine learning are researched [1]. In order to overcome the limitations of the
conventional decision-making model based on deep learning, it is necessary to make metacognition
for modals through machine learning from objects with different modalities. That is a technique of
promoting the next-generation AI to share meta knowledge through relation extraction or inference.
As for decision-making, knowledge is generated on the basis of data sampling and mathematical
statistic models, so it is impossible to find the evidence or process to draw a result. For these reasons,
there is a lack of transparency and explainability, and the issue of reliability continues to arise in the
diagnosis process [2].

Machine learning-based anomaly detection finds a particular pattern different from most data
features, and thereby separates normality from abnormality. The technique is applicable to various
areas, including healthcare, finance, cyber security, and manufacturing. For example, in the healthcare
area, anomaly detection in Computed Tomography (CT), X-ray, and Electrocardiogram (ECG) data
is used to predict and diagnose health anomalies [2,3]. Anomaly detection classifies learning into
supervised, unsupervised, and semi-supervised learning types depending on whether there is a sample.
Since unsupervised learning needs no data labels, it takes less time and cost to generate samples but
there is an unstable performance of accuracy [4]. Supervised learning-based anomaly detection features
with high accuracy. Since the technique needs both data and labels of normal and abnormal samples,
it takes a lot of time and cost to generate samples, and class imbalance can occur [5]. In reality, sample
data of normal class outnumber those of abnormal class. It is necessary to devise a method of solving
the problem and improving the performance of model prediction. Semi-supervised learning makes
use of normal samples only for model learning if a class imbalance occurs. The technique supports
model learning only with the use of normal samples but has lower accuracy than supervised learning
[6]. Therefore, it is necessary to develop a method of improving accuracy on the basis of normal
samples only.

With the development of AI technology, the performance of prediction models has been improved.
The model has become complex, and the amount of learning data has been large continuously, and
accordingly, a user has more difficulty interpreting the result extracted by the model [7]. To solve the
problem, eXplainable Artificial Intelligence (XAI) is researched. The XAI has explainability added to
understand the process of extracting a result and the process of making a decision in the AI model [8].
In the healthcare area, patients have difficulty understanding the position, treatment, and diagnosis
method of their diseases. Therefore, AI, which provides support for diagnosis and treatment decision-
making, needs explanatory/interpretable artificial intelligence that medical staff and patients can fully
understand [9].

Therefore, this study proposes explainable anomaly detection using vision transformer-based
SVDD. The proposed method solves the problem of the cost of saving data by resizing chest x-ray
data as a preprocess in order to make the decision as to whether there is pneumonia. As for anomaly
detection, Deep Support Vector Data Description (SVDD) is applied to the classification of the Vision
Transformer (ViT) model in order to improve the accuracy of normal and abnormal classification.
For explainable SVDD, a grad-cam is used to visualize normal and abnormal areas. In this way, it is
possible to detect and identify the position and evidence of pneumonia and establish a decision-making
model that is reliable and interpretable. The contribution of the proposed method is as follows.
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• Improve accuracy by using only normal samples for model training.
• The MLP of the existing vision transformer applies SVDD to solve the problem of the difference

in the result value according to the weight change. Therefore, it extracts consistent results.
• To create an explanatory decision-making model, visually interpretable grad-cam is applied to

visualize the normal/abnormal region to construct a reliable model.

This thesis is composed as follows: in chapter 2 are described Deep Support Vector Data
Description (SVDD) and meta knowledge based explainable decision-making modeling; chapter 3
is described the explainable anomaly detection using vision transformer-based SVDD; chapter 4 are
described the result and performance evaluation of the proposed method; in chapter 5 is the conclusion
of this study drawn.

2 Related Work
2.1 Classification Using Deep Support Vector Data Description

Deep SVDD provides the description of a sphere form for a target data set and describes the
data usable for anomaly detection and classification. It is also used for one-class classification [10].
The method learns a feature space on the basis of deep learning and finds the optimal hypersphere
with a small radius, which encloses normal data in the feature space. Based on the boundary of the
hypersphere, it classifies and expresses normal and abnormal data [10,11]. Fig. 1 shows the structure
of Deep SVDD.

As shown in Fig. 1, data is classified into normal class and abnormal class in the Data Space. In
SVDD, the kernel function ∅ is used to map data in different dimensions to classify data into normal
and abnormal classes. In Deep SVDD, the kernel function is changed to deep learning to learn weight
values for data mapping. In the data-mapped dimensions through the learned weight values, a classifier
is applied. The purposes of Deep SVDD are to minimize the volume of the sphere enclosing the data
in the output space F where the center c is specified in a feature space if its radius is larger than 0 and
to learn the parameter W of the network jointly. That ends up mapping the normal samples of data to
the center c closely. Abnormal samples are mapped far away from the center or outside of the sphere.

Figure 1: Deep SVDD configuration diagram [10]
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Eq. (1) shows the objective function of Deep SVDD. The equation ∅ means neural network and
∅(wi:W) means the neural network with the weight W for the sample data x.

min
w

1
n

∑n

i=1
‖∅(xi : W − c)‖2 + λ

2

∑L

l=1

∥∥W l
∥∥2

F
(1)

In all network expressions ∅ (wi:W ) of Deep SVDD in Eq. (1), the secondary loss is used in order
to apply a penalty to the distance to the center c of feature space. In the second term, the weight decay
of the network with a positive hyper-parameter λ is normalized. Deep SVDD minimizes the average
distance of all data expressions to the center and makes a sphere small. Accordingly, the anomaly
score is defined as the distance to the center of the sphere. Eq. (2) shows the anomaly score. In the
equation, as means anomaly score, x means test data, and W∗ means the network parameter of the
trained model (which is learned completely).

as (x) = ‖φ(x : W ∗ − c‖2 (2)

In Eq. (2), anomaly score means how far the output feature of the neural network model
completely learned is distant from the center of a sphere. The closer to the center of the sphere, the
more normal; the farther from the center of the sphere, the more abnormal.

2.2 Meta-Knowledge-Based Explanatory Decision-Making Modeling

Generally, an explanation helps to understand something or find something ambiguous and clear.
Interpretation helps users figure out the meaning of a certain thing. Interpretation means something
beyond explanation so that it requires a deeper explanation [7]. Explainable Artificial Intelligence
(XAI) helps users understand and trust the output result of an AI model [7,8]. Features of objects
are converted and normalized depending on data features. After that, the association is learned on
the basis of semantic analysis of models, and thus a meaningful result is drawn. In reality, for trans-
parency, classification, prediction, time-series analysis, regression analysis, hierarchical clustering, and
association are applied. In decision-making modeling, with the use of meta knowledge, it is possible
to increase the inference performance for drawing semantic correlations, finding useful rules, and
processing explainable cognition for disease risk. In this way, it is possible to find causal relations
between disease risk factors whose associations are obscure. Fig. 2 shows the meta-knowledge-based
explainable decision-making modeling process.

As explainable AI algorithms, there are such techniques as tree, feature importance, and visu-
alization. The decision tree is capable of classifying or predicting a group by answering questions
repeatedly. Through visualization, it has its own power of interpretation, and ordinary people are able
to make interpretations. In addition, the result drawn by a model can be understood stepwise. Feature
importance is the technique of analyzing how much data features influence the accuracy of algorithm
classification [12]. A representative method for visualization is Gradient-weighted Class Activation
Mapping (Grad-CAM). CAM provides visual explanation power when a class is determined in the
CNN-based network. It needs a Global Average Pooling (GAP) Layer. A CNN model flattens the last
feature map and converts it into a fully connected layer before learning. In this case, if the flattened
map is learned, information on the original feature map is lost. For this reason, CAM uses GAP. If
CNN has no GAP, it is necessary to add the layer. In this case, it is required to add a new layer and do
fine-tuning. This technique causes a performance change. To solve the problem, Grad-CAM, which is
based on a weight value, is applied [13]. Since Grad-CAM can maintain an existing model structure,
it needs no model change and solves the problem of structure limitation. In addition, it is applicable
to a variety of CNN models [14].
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Figure 2: Meta-knowledge-based explainable decision-making modeling process

3 Explainable Anomaly Detection Using Vision Transformer Based SVDD

The explainable anomaly detection using vision transformer-based Deep SVDD proposed in this
study is the method of detecting any pneumonia symptom in chest X-rays. By collecting data, it designs
binary classification in which data with symptoms are classified into abnormal data, and data without
symptoms into normal data. It preprocesses an image by resizing it in the same size, extracts an object,
and generates embedding in vector space. After that, data learning occurs sufficiently in the vision
transformer model, and thereby causal relations between disease risk factors whose associations are
obscure are taken into account. In the final classification model of the vision transformer, the SVDD
model, rather than the MLP of VIT is applied for classification. In the last step, whether to have any
symptoms is determined on the basis of the result of SVDD. In order to make a decision easily in
the abnormal area that is the evidence of classification, Grad-CAM is used to achieve transformation
in a visually recognizable space. Fig. 3 shows the explainable anomaly detection process using vision
transformer-based SVDD process.

Figure 3: Explainable anomaly detection process using vision transformer-based SVDD process
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3.1 Data Collection and Preprocessing

Pneumonia is a bacteria-induced infection that inflames and indurates the air sacs in the lungs.
This disease is caused by the infection of bacteria and viruses. It generates such symptoms as cough,
phlegm, fever, and dyspnea [15]. Pneumonia is diagnosed through a chest x-ray. If a patient has a
symptom of pneumonia, consolidation appears in the chest x-ray. It means that the lung tissues are
filled with liquid, rather than air. The pneumatized normal lung is indurated, and an opaque shade
appears in the chest x-ray [15,16]. The data used in this study are chest x-ray data for finding whether
to have pneumonia. Pediatric patients’ chest x-ray [17] images are used, and 5,863 data are classified
into train, test, and val data sets. Each image is also classified into Normal and Abnormal depending
on whether it has any symptoms of pneumonia. Table 1 shows examples of normal and abnormal chest
x-ray images. Normal means an image without symptoms of pneumonia, and Abnormal is an image
with symptoms of pneumonia.

Table 1: Examples of normal and abnormal chest x-ray images

Normal Abnormal

In the case of the Normal x-ray image in Table 1, the lung has no opaque areas and is clear. In the
case of the Abnormal x-ray image, any opaque area is found.

Chest x-ray [17] data have different sizes so that images with diverse resolutions are saved. It causes
an increase in the cost of saving images. Therefore, images are resized to the size 384 × 384 equally.
Since data channels have grayscale and RGB mixed, it is difficult to analyze data in the same criteria.
For this reason, all data channels are converted into RGB. By converting white & black x-ray data into
RGB, it is possible to check pixel differences in more detail. Bilateral Filter [18] is applied to make the
contours of pneumonia areas clear and accurate. It can make edges sharp and reduce noise. In this
way, it is possible to define relations between modeling factors whose associations are unclear.

3.2 Vision Transformer Based SVDD Model

Vision Transformer is a model with highly improved performance by applying vision domain
to the transformer learned with a large corpus through the cognitive process like BERT, which is a
pre-learning language model, in Natural Language Processing (NLP). Objects are extracted through
image preprocessing, and mapping is made in the way of generating embedding in the vector space of
the same space. As for embedding, meaning is reflected in order to find a causal relationship between
risk factors whose associations are unclear [19]. Fig. 4 shows the structure of the standard transformer.
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Figure 4: Structure of standard transformer

In terms of image patches, the standard transformer in Fig. 4, redesigns each pixel sequentially in
order to process an image. At this time, an input image is split into small patches and is flattened lin-
early. Each one of the generated image patches is used as input data for the encoder of the transformer.
When the class token is extracted as the final output of the encoder layer of the transformer, it is used
as the one-dimensional expression vector for the image. To inform a model of a sequence of patches,
position embedding gives sequence information to patches. The patches with sequence information
are used as input data for the encoder of the transformer. The encoder of the transformer consists of
Layer normalization, Multi-head self-attention, Residual connection, Multi-Layer perceptron (MLP),
and MLP head. Layer normalization is the step of normalizing all embedding. With the use of patches
that have sequence information, Multi-head self-attention (MSA) calculates each embedding’s query,
key, and value for self-attention in consideration of learning weights. Accordingly, an attention value
is calculated and gets concatenated in the dimension direction. With an increase in an attention
value, soft-max function prevents gradient vanishing. In this way, multi-head attention is generated.
At this time, multi-head learns the local and global dependence of image. Two residual connections
are applied. The first residual connection supports direct performance without passing non-linear
activation function. It is capable of reducing model complexity and solving the problems of overfitting
and gradient vanishing. The second residual connection merges the matrix generated in MLP with
the matrix created in the first residual connection and generates a final output feature. Multi-Layer
perceptron (MLP) consists of two linear layers. The first layer plays a role in enlarging an embedding
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size. The second one serves a role in returning the embedding size to its original one. MLP head is the
output step of the transformer. In this step, classification is made with the class token to express the
embedding of the whole image [19,20].

However, the value of the flatten vector is changed along with the sequence information of the
patch. Accordingly, since a weight value in MLP changes during fully connected operation, the result
value is different. To solve the problem, MLP is replaced by SVDD in order for classifier redesign.
Fig. 5 shows the structure of the proposed SVDD model based on a vision transformer.

Figure 5: Structure of the proposed SVDD model based on a vision transformer

The vision transformer of the vision transformer-based SVDD in Fig. 5 is based on the ViT-base-
16-384 models that showed the best performance in a previous study. When a model is designed, MLP,
which has the classification function in ViT, is replaced by SVDD which is used for the classification
of normality and abnormality. It makes a sphere’s radius as small as possible and determines that the
data in the sphere are normal. For anomaly detection, it determines that the data out of the sphere
are abnormal. For pre-learning, it is necessary to improve the performance of the proposed model.
Therefore, chest x-ray data are fine-tuned to a ViT model in high resolution.

3.3 Explainable Anomaly Detection Using Grad-CAM

A deep learning model has excellent performance. Since the model has a complex structure, it
is difficult to break it up into intuitive and understanding components, and thus to conduct model
analysis. To solve the problem, visually explainable Grad-CAM is applied [21]. Grad-CAM assigns
an important value in order to decide on a particular region of interest. In order to understand the
importance of such a decision, it uses the gradient information on the movement to the last convolution
layer of the convolution network. Therefore, Grad-CAM focuses on the explanation of the evidence for
the decision made by the network. It is applicable to diverse CNN models with no need for structural
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change or re-training [13,14]. In order to use the output result drawn by ViT based SVDD model in
an explainable model, Grad-CAM is applied to add explanatory power to the model. Fig. 6 shows the
process of explainable anomaly detection using Grad-CAM.

Figure 6: Process of explainable anomaly detection using Grad-CAM

As shown in Fig. 6, Grad-CAM visualizes the output result of vit-based SVDD anomaly detection
in order for easier analysis. The output image of SVDD is used as the input image of the convolution
network. The feature map drawn by the convolution network is flattened, and its gradient score is
extracted. Accordingly, in the FC layer, the weight of the feature map is calculated with the use of the
gradient, and then the importance of the feature map is determined. In the last output, relu function
generates heat-map that is applied to the feature influencing a region of interest. By visualizing
the results of anomaly detection that are determined to be classified as Abnormal, it is possible to
interpret them.

4 Results and Performance Evaluation
4.1 Anomaly Detection Result

The data used in this study are chest x-ray data [17]. These 5,863 chest x-ray data consist of
train, test, and validation data sets. They are classified into normality and abnormality. Abnormality
means pneumonia. Abnormal train data number 3,233, and normal data 1,109. There is a little bias.
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Generally, since x-ray data have a low resolution and unclear contours, it is hard for a model to learn
them accurately. Therefore, Bilateral Filter is applied to make the contours of the areas of pneumonia
sharp and clear. In addition, since the vision transformer is based on the vit-B-16-384 model that has
the best performance, images are resized to the size 384 × 384.

SVDD generates sphere-shaped boundaries in order for binary classification. Normal data exist
in the sphere, whereas abnormal data remain out of the sphere. With a support vector, a radius of the
sphere is calculated. Through the repeated testing of such parameters as the sphere’s center (C), radius
(R), and soft margin, SVDD extracts the result with the most accuracy. With the use of Grad-CAM,
the SVDD result is visualized in the areas for pneumonia decision in abnormal data, along the center
C of the sphere. With the use of the gradient of a target area, Grad-CAM generates the localization
map to emphasize a significant area in the image. It supports visualization to determine normality or
abnormality. Fig. 7 shows the visualization result of the proposed anomaly detection.

Figure 7: Visualization result of the proposed anomaly detection

The visualization result of anomaly detection in Fig. 7 shows the explainable result drawn from
Grad-CAM for abnormal chest x-ray data. It almost always presents the feature of a relatively
bright area. In the first result, the features of many areas are expressed well. In the second result,
relatively many areas are not expressed. Nevertheless, the areas of pneumonia are expressed as a result.
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Therefore, by drawing explainable results through Grad-CAM, it is possible to offer information
on decision-making for diagnosis to medical staff. Aside from that, it is possible to give disease
information to patients without medical knowledge.

4.2 Performance Evaluation

For the evaluation of the performance and validity of the proposed method, accuracy of classi-
fication into normality and abnormality depending on whether to apply SVDD and f-measure are
evaluated. For the evaluation of generalization ability, accuracy and f-measure are evaluated with a
variety of data sets.

Firstly, the accuracy of classification depending on whether to apply SVDD is evaluated. In the
confusion matrix, the f-measure is evaluated with the use of accuracy, recall, and precision. Disease
prediction performance is evaluated in terms of specificity and sensitivity. The confusion matrix shows
a prediction degree on the basis of predicted value and actual value [22,23]. Table 2 shows the confusion
matrix.

Table 2: Confusion matrix

Prediction

Real Positive Negative

Positive TP FN
Negative FP TN

In Table 2, True means a case where an actual value is accurately predicted, and False means a
case where an actual value is not accurately predicted. Positive and Negative are expressed on the
basis of a predicted value. Accordingly, True Positive (TP) means the accurate prediction of the case
where an actual value is Positive; True Negative (TN) means the accurate prediction of the case where
an actual value is Negative; False Positive (FP) means the inaccurate prediction of the case where an
actual value is Negative (which is predicted to be Positive incorrectly); False Negative (FN) means the
inaccurate prediction of the case where an actual value is Positive (which is predicted to be Negative
incorrectly). With the use of the confusion matrix, it is possible to evaluate the accuracy, precision,
recall, and f-measure [24,25]. An accuracy value ranges from 0 to 1, representing how much an actual
value is accurately predicted. Eq. (3) shows accuracy.

accurancy = TP + TN
TP + TN + FP + FN

(3)

Precision represents how much an actual value is accurately predicted when it is Positive. It focuses
on the reduction in the number of inaccurate prediction ‘Positive’ cases. Eq. (4) shows precision.

Precision = TP
FP + TP

(4)

Recall represents the accurate prediction of the case where an actual value is Positive when a
predicted value is Positive. Eq. (5) shows recall.

Recall = TP
FN + TP

(5)
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Since recall and precision have a trade-off relationship, it is hard to compare them in a separate
decision. To solve the problem, the f-measure is applied. Eq. (6) shows the f-measure.

F − measure = 2 × Precision × recall
Precision + recall

(6)

Table 3 shows the results of performance evaluation depending on whether to apply SVDD.

Table 3: Results of performance evaluation depending on whether to apply SVDD

L-16-384
Not SVDD

B-16-384
Not SVDD

L-16-384
SVDD

B-16-384
SVDD

Accuracy 0.7724 0.7275 0.7119 0.6803
Precision 0.8965 0.9848 0.7240 0.7120
Recall 0.4444 0.2777 0.384 0.485
f-measure 0.5642 0.4333 0.502 0.577

As shown in Table 3, the proposed model is evaluated to have low accuracy but is excellent in f-
measure evaluation. Since the normal and abnormal data used in this study have bias, the reliability
of accuracy is low. For this reason, accuracy is judged to be insignificant. If the data label has an
imbalance structure, the f-measure can be measured for performance. Therefore, the proposed method
is determined to have excellent performance.

Secondly, for the evaluation of generalization, the model is evaluated with various data sets. For
the performance evaluation of anomaly detection, MV-Tech AD data set [26] as well as a chest x-ray
is used. Table 4 shows the results of performance evaluation depending on data sets.

Table 4: Results of performance evaluation depending on data sets

Precision Recall F-measure

Chest x-ray 0.712 0.485 0.577
Cable 0.684 0.578 0.626
Screw 0.612 0.566 0.588

As shown in Table 4, the generalization of the model is evaluated to be the lowest in chest x-ray
data. X-ray data depend on a patient’s body size, position, or others so it is difficult to take into account
all [27]. Generally, the proposed model tends to have low performance. Its performance is judged to
be improved if partial features of the image are more intensively taken into consideration.

5 Conclusion

In order to solve the decision-making problem with latent high-risk groups and to overcome the
limitations of deep learning-based AI data, this study proposed the explainable anomaly detection
using vision transformer-based SVDD. It developed the decision-making support method of pre-
dicting the disease risk of the latent high-risk group and providing treatment guidelines by applying
vision transformer based SVDD to chest x-ray data. Since chest x-ray data have no clear contours,
the proposed method applied Bilateral Filter. It did preprocess to reduce noises of low-quality data



CMC, 2023, vol.74, no.3 6585

and make contours sharp. In MLP of vision transformer, since a vector value changes along with the
sequence information of patches, a weight value is changed. A result value is different as a weight value
is changed. To solve the problem, SVDD was applied. In order to draw the explain-ability of the result
of the proposed model, Grad-CAM was applied for the visualization of abnormal areas. In this way,
the reliability and transparency of the results extracted by the model were improved. The performance
of the proposed method was evaluated according to whether to apply SVDD. In the first evaluation
of performance, although the proposed method had low accuracy due to data bias, its f-measure was
excellent. In the second evaluation of generalization, performance was evaluated not only with chest
x-ray data but cable and screw data. According to the performance evaluation, the f-measure was
evaluated to be low, or about 57–62%. Therefore, in the future, it will be planned to solve data bias
and to design and research a model with an excellent performance by applying attention to abnormal
areas.
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