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Abstract: Detecting double Joint Photographic Experts Group (JPEG) com-
pression for color images is vital in the field of image forensics. In previous
researches, there have been various approaches to detecting double JPEG
compression with different quantization matrices. However, the detection
of double JPEG color images with the same quantization matrix is still
a challenging task. An effective detection approach to extract features is
proposed in this paper by combining traditional analysis with Convolutional
Neural Networks (CNN). On the one hand, the number of nonzero pixels and
the sum of pixel values of color space conversion error are provided with 12-
dimensional features through experiments. On the other hand, the rounding
error, the truncation error and the quantization coefficient matrix are used to
generate a total of 128-dimensional features via a specially designed CNN. In
such a CNN, convolutional layers with fixed kernel of 1×1 and Dropout layers
are adopted to prevent overfitting of the model, and an average pooling layer
is used to extract local characteristics. In this approach, the Support Vector
Machine (SVM) classifier is applied to distinguish whether a given color image
is primarily or secondarily compressed. The approach is also suitable for the
case when customized needs are considered. The experimental results show
that the proposed approach is more effective than some existing ones when
the compression quality factors are low.

Keywords: Color image forensics; double JPEG compression detection; the
same quantization matrix; CNN

1 Introduction

With the rapid development of the Internet, the network has undoubtedly become the most
convenient way to transmit information. Furthermore, with the advancement of image processing
technology particularly the emergence of the JPEG format, digital images have become an important
container for social networking on the Internet. Due to the ingenious design of the JPEG format,
images can be rapidly distributed, stored and transmitted. Today, the existing JPEG standard has
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been generic enough to support a wide variety of applications for continuous-tone image [1]. However,
technological advances has also made information security an increasingly serious problem. Therefore,
the originality, reality and integrity of the images may be questioned, which overturns the common
perception that if there is a picture, there is the truth. The appearance of faked images in our
lives has drawn much of the researchers’ attention to the study of image forensics such as JPEG
image forensics [2–7], JPEG image-splicing [8–11], JPEG image-resampling [12–15], JPEG image
steganography [16,17] and double JPEG image detection [18–33].

Detecting double JPEG compression in the color images plays a significant role in digital forensics.
Double JPEG compressed color images often lead to image forgery. The reason is that double JPEG
compression is inevitable when the images are manipulated by tampers. Double JPEG compression
can be classified by different standards. For instance, based on whether the quality factors are the same,
double JPEG compression is divided into two categories: one of them is with different quantization
matrices and the other is with the same quantization matrix [19–35]. Fig.1 demonstrates the process
of double JPEG compression with the same quantization matrix. For another instance, based on
whether the grids of the block-wise discrete cosine transform (DCT) are aligned or not, double JPEG
compression can be divided into the aligned ones [20] and the non-aligned ones [21]. The aligned
double JPEG compressed images with the same quantization matrix have unique characteristics that
are more obscure and thus make it difficult to distinguish features effectively. For the sake of making
detection more difficult, tampers prefer aligned double JPEG compression, which helps to achieve a
more indiscernible effect.

Figure 1: Double JPEG compression with the same quantization matrix

Currently, the studies on double JPEG compression in the color images mainly adopt traditional
manual methods to extract features. However, the extracted features may not be comprehensive. In
addition, the detection of double JPEG compressed color images with the same quantization matrix
is more problematic because the compression traces are more hidden in this case. Particularly, when
the compression quality factor is low, it is more challenging to distinguish between singly compressed
images and doubly ones by the extracted features. This paper aims to extract more comprehensive and
subtle features by CNN. The main contributions of this paper are:

• The numbers of nonzero pixels and the sum of pixel values of color space conversion error can
be applied as features to detect double JPEG compression on color images. These features were
found to be valid by conducting experiments and analyzing the results.

• Through analyzing the three types of error, different feature extraction methods are adopted
according to the characteristics of the errors. For the color space conversion error, we use
manual method to extract image features. For the rounding error and the truncation error,
we use CNN to extract image features. A combination of traditional handcraft extraction and
CNN is used to extract features more efficiently. Unlike CNN within computer vision, this paper
adopts averaging pooling to focus on local features, and employs 1 × 1 convolutional kernels
and Dropout layers to prevent model overfitting. In addition, adopting SVM helps to obtain
valid classification results when the sample size is not massive.
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• The proposed method remains valid when self-defined quality factors are involved. In other
words, the proposed method has potential to detect double JPEG compression on color images
with the same self-defined quantization matrix.

The rest of this paper is organized as follows. In Section 2, relevant studies and the main methods
used for double JPEG compression detection are described. Four kinds of error in double JPEG
compressed color images are introduced in Section 3. Section 4 mainly presents analysis of the errors
and the framework for detecting double JPEG compressed color images in detail. The experiment for
the proposed method is depicted and analyzed in Section 5. In the final section, some conclusions are
given.

2 Related Work

There are already many approaches for the double JPEG compression detection with different
quantization matrices. However, they are not applicable to double JPEG detection with the same
quantization matrix. In [22], a regulation that the number of different JPEG coefficients monotonically
decreases with the increase in the number of compression was obtained by experiments. In the same
paper, this regulation was used to design an algorithm for detecting double JPEG compression with
the same quantization matrix, and a new random perturbation strategy was proposed. However, the
algorithm also has its limitations: first, it is sophisticated and requires constant compression and
decompression of JPEG images; second, it only achieves high detection accuracy for cases with high
compression quality factors. In [23], Niu et al. made a further study on the basis of [22] and achieved
relatively good detection results for low compression quality factors.

In [24], Yang et al. extracted the error images from gray images, and presented a method that
utilizes error-based statistical features (EBSF). Then, the extracted features were used in the SVM
for the detection of double JPEG compression with the same quantization matrix. Nevertheless, due
to the nonlinearity of rounding truncation operations and the variety of image statistics, it is still an
open problem to make a thorough analysis on the difference of error blocks between two consecutive
JPEG compressions with the same quantization matrix [24]. Recently, deep learning technique, which
develops at a very quick pace, has been used extensively in the field of image forensics. In [25], a CNN
framework was proposed, which mainly consists of a preprocessing layer and a feature proposal layer.
In [26], Wang et al. built a multi-column CNN framework for the classification of 8 × 8 identifiable
blocks. In [27], Huang et al. proposed a dense CNN framework to detect double JPEG with the same
quantization matrix.

Nowadays, faked color images may have negative impacts on our daily life, so it is of necessity
and importance to study the double JPEG detection for color images with the same quantization
matrix. In [22], a color image was approximately regarded as multiple grayscale images. However, such
an approximation may cause the incompleteness of the extraction of features. Recently, the following
studies on color images have been conducted. In [28], Wang et al. extracted the color space conversion
error in color images first, then extracted the relevant features by mapping the truncation error and
the rounding error of the three channels to spherical coordinates. In [29], Wang et al. proposed the
convergence error and the transposition error for the first time by analyzing the stability of color
images. Under particular conditions, some existing methods may produce better results since they
were designed with a specific application [30]. The above methods can be used to detect double JPEG
compression. Nevertheless, how to extract more comprehensive and subtle features still needs to
be investigated in the future. In this paper, based on the proposed error in [28], research is further
conducted to detect double JPEG compressed color images. We focus on aligned double JPEG
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compression detection with the same quantization matrix in color images. Throughout this paper, the
double JPEG compressed color images refer to the aligned compressed color images with the same
quantization matrix, unless otherwise specified.

3 Error in Double JPEG Compressed Color Images

Fig. 2 illustrates the procedures of the JPEG compression and decompression. From the primitive
color images to the JPEG compressed color images, the JPEG compression is running for color
images during this process, and a JPEG decompression process is operated for color images from the
color images JPEG compression to the recomposed color images. The JPEG compression for color
images mainly involves color space conversion, block separation, DCT, quantization, and entropy
encoding. In contrast, the JPEG decompression is the opposite process, which primarily includes
entropy decoding, inverse quantization, inverse discrete cosine transform (IDCT) and inverse color
space conversion to yield reconstructed color images.

Figure 2: Four sources of error in JPEG compression and decompression

Four types of error in double JPEG compressed color images are also described in Fig. 2. The
first one is the quantization error, which occurs in the quantitative procedure and is irreversible.
The quantitative procedure mainly includes a rounding operation. The second one is the truncation
error and the third one is the rounding error. Followed by the IDCT in the process of the JPEG
decompression, the truncation and the rounding operations are carried out to make preparations for
the inverse color space conversion. When the inverse color space conversion is performed, YCbCr color
model is conversed to RGB color model. The Y channel indicates the luminance, the Cb channel and
the Cr channel represent the chrominance-blue and the chrominance-red respectively. Besides, since
the range of the three channel values of RGB are all [0,255], the range of Y, Cb, Cr channel values
are also all [0,255]. The value of the truncation error is defined as 255 when the value of the IDCT
transformation is higher than 255, and the value of truncation operation is defined as 0 when the value
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of the IDCT transformation is lower than 0. The rounding operation is conducted by rounding the
value after the IDCT transformation. For example, the pixel value is initially set to be 257.7, then it
turns into 255 after RTO, which means that the value of the truncation error at this pixel is −2.7.
Likewise, when the pixel value is initially set to be 214.6, it will turn into 215 after RTO, here the value
of the rounding error at this pixel is 0.4. Moreover, the value of the rounding error is found to be in the
range of [−0.5,0.5], while the value of the truncation error is uncertain. The fourth type of the errors is
the color space conversion error, which is obtained after RTO. Start from the Begin button in Fig. 2,
the rounding and truncation operations are carried out. Then, the operation of inverse color space
conversion, RTO, and the reconstruction of color image are carried out successively for color images.
This is how the double JPEG compression is done, as depicted by the blue arrow in Fig. 2.

3.1 Color Space Conversion Error

The research objects in this paper are color images. The previous researches mainly focused on
grayscale images, and color images were assumed to be multiple gray images. However, some features
in color images are neglected. Therefore, our research is based on color images, and the color space
conversion error is applied to extract features.

The notations used in this paper and their meanings are listed as shown in Table 1.

Table 1: Notations

Notations The meaning of the notations

ConO Operation that converts RGB color model to YCbCr color model
IConO Operation that converts YCbCr color model to RGB color model
IDn De-quantization JPEG coeffificients, IDn ∈ Z
RTO The truncation and rounding operations
CEn Color space conversion error, CEn ∈ Z
Fn The number of nonzero pixels of the color space conversion error
DFn The difference for Fn between (n+1)-th and n-th compression
Sn The sum of pixel values of the color space conversion error
DSn The difference for Sn between (n+1)-th and n-th compression
TREn The truncation error and the rounding error, TREn ∈ R
Mn Quantification coefficient matrix, Mn ∈ Rn×n

AC1 Accuracy obtained by the 6-dimensional features generated by Sn

AC2 Accuracy obtained by the 6-dimensional features generated by Fn

AC Accuracy obtained by the 6-dimensional features generated by both Snand Fn

From Fig. 2, we know that JPEG compression and decompression include the procedure of color
space conversion and inverse color space conversion. Color space conversion is designed by exploiting
the characteristics that like different abilities of the human eye to recognize colors. The conversion of
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the RGB color model to the YCbCr color model is implemented through the process represented by
the following equations.⎧⎪⎨
⎪⎩

Y = 0.299R + 0.587G + 0.114B

Cb = −0.169R − 0.331G + 0.5B + 128

Cr = 0.5R − 0.419G − 0.081B + 128
(1)

By Eq. (1), color conversion can be conducted and the first step of JPEG compression is
accomplished. In turn, the conversion process from the YCbCr color model to the RGB color model
can be performed according to the following Eq. (2), and the inverse color space conversion is fulfilled.⎧⎪⎨
⎪⎩

R = Y + 0 (Cb − 128) + 1.402 (Cr − 128)

G = Y − 0.344 (Cb − 128) − 0.714 (Cr − 128)

B = Y + 1.772 (Cb − 128) + 0 (Cr − 128)

(2)

The occurrence of the quantization error, the rounding error and the truncation error leads to the
deviation of pixel values and consequently results in color space conversion error. Y = 75, Cb = 45
and Cr = 112 may be initially set for a pixel. According to Eq. (2), we get R = 53, G = 115 and B = 0.
After substituting the values into Eq. (1), Y = 83, Cb = 81 and Cr = 106 can be obtained. Hence, the
color space conversion error is 8, 36 and −6 on the three channels. Furthermore, no matter what the
quantization error, the rounding error and the truncation error are, the color space conversion error
is 8, 36 and −6 when Y = 75, Cb = 45 and Cr = 112. Thus, it is not easy to ascertain the association
among the quantization error, the rounding error and the truncation error.

3.2 The Rounding Error and the Truncation Error

For convenience, this paper assumes that an n-times compressed image is an image compressed
n-times with the same quantization matrix. In the JPEG decompression process, the sources of the
truncation error and the rounding error has been analyzed. Defined TREn as:

TREn = RTO (IDCT (IDn)) − IDCT (IDn) (3)

where IDn refers to the de-quantized JPEG coefficient in the n-th decompression process and is
obtained from Eq. (4):

IDn = Kn × Q (4)

where Kn is the JPEG coefficient matrix of the n-th color compressed image and Q is the quantization
matrix. When a JPEG image is given, Q is obtained by the software JPEGsnoop. Then, the truncation
error and the rounding error are manipulated to obtain the quantization coefficient matrix M. The
main procedure is shown in Fig. 3 below.

Figure 3: The procedure to obtain the quantization coefficient matrix

Compare Fig. 2 with Fig. 3, it is obvious that the operation to get the quantization coefficient
matrix is similar to the JPEG compression for images, including the block separation for the truncation
error and the rounding error, the DCT transform and the quantization. Eventually, the quantization
coefficient matrix is got by Eq. (5).

M = DCT (TREn) ./Q (5)
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where DCT denotes the discrete cosine transform, ‘. /’ signifies the division operation between the
corresponding elements of TREn and Q. Here, the quantization operation uses the quantization table
obtained from the header file.

The significant difference between the above operation and JPEG compression is that the
quantization operation in JPEG compression is irreversible, including the quantization of floating-
point data and the nearest-neighbor rounding operation of the quantized floating-point data. The
quantization operation is merely the quantization of the floating-point data and does not involve the
rounding operation of the quantized floating-point data. Therefore, when the quantization operation
is performed, the resulting matrix with quantized coefficients is a floating-point matrix and contains
negative coefficients.

4 The Proposed Method

The method proposed in this paper utilizes the three types of error mentioned above: the color
space conversion error, the rounding error and the truncation error. In the process of analyzing the
error, different feature extraction methods are adopted according to the characteristics of the error,
i.e., traditional manual feature extraction is used for the color space conversion error, and CNN is
used to extract image features from the rounding error and the truncation error. Also, SVM is applied
to detect double JPEG compression with the same quantization matrix.

Unlike the processing for gray images, JPEG compression for color images needs a procedure
for color space conversion. The color space conversion error is initiated by two continuous color
space conversions due to the reconstruction of the image and preparing for the next compression [27].
Considering the source of the color space conversion error, traditional methods are used to extract
features in this paper. As for the rounding error and the truncation error, they are produced at one
time in the process of decomposition. In the light of specific conditions of the rounding error and
the truncation error, this paper uses a designed CNN model to extract as more detailed features as
possible.

4.1 Analysis of the Color Space Conversion Error

The following Fig. 4 demonstrates that the number of nonzero pixels and the sum of pixel values
in the color space conversion error can be regarded as features for extraction. In this case, regulations
on the variation of the average of F and the average of S can be obtained by analyzing the color space
conversion error, which in turn provides a solid foundation for the next step of feature extraction.
According to the sources of the color space conversion error, define CEn as:

CEn = ConO (IConO (RTO (IDCT (IDn)))) − RTO (IDCT (IDn)) (6)

where IDCD means the inverse discrete cosine transform, IConO means the operation of converting
YCbCr to RGB color model, and ConO denotes the operation that converts RGB to YCbCr color
model. CEn is with the same dimension as the original image.

As already given in Table 1, the number of nonzero pixels for CEn is denoted by Fn, and the sum
of pixel values for CEn is represented as Sn.
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Figure 4: Variation tendency of the average of the number of nonzero pixel and the sum of pixel values
of color space conversion error with different quality factors, where the horizontal axis represents
compression times, and the vertical axis represents the average of F and the average of S for all of
the images on Uncompressed Color Image Database (UCID) dataset. (a) the Y channel with quality
factors 70 to 95; (b) the Cb channel with quality factors 70 to 95; (c) the Cr channel with quality factors
70 to 95

Quality factors Q1 and Q2 can be arbitrarily chosen at {20, 40, 60, 70, 75, 80, 85, 90, 95}. To
illustrate the regularity more conveniently, this paper prefers to set the quality factor as Q1 ∈
{70, 75, . . . , 95} and Q2 = 95 respectively. As seen in Fig. 4a, the variations of the average of F and
the average of S under the Y channel at Q1are portrayed as compression times increases. Both the
average of the number of nonzero pixel and the sum of pixel values of color space conversion error
decrease monotonically. Furthermore, the sum of pixel values of the color space conversion error is
generally greater than the average of the number of nonzero pixel of conversion error. On the whole,
with a quality factor Q1, the average of the number of nonzero pixel is a value between [0, 3000].
Similarly, with a certain quality factor, the averages of the number of nonzero pixel in Figs. 4b and 4c
are a value between [0, 4000] and a value between [0, 1700] respectively.

These experimental results demonstrate that when JPEG image is compressed over and over again
with the same quantization matrix, both the average of F and the average of S decrease monotonically.
This intrinsic property of JPEG image can be utilized to discriminate between the singly compressed
images and the doubly ones.

In Fig. 5, how the average of DS and the average of DF in the three channels with a quality factor
of 95 change as compression times increase are presented. It is obvious from Figs. 4 and 5 that the
average of the number of nonzero pixel and the sum of pixel values of the conversion error is decreasing
monotonically and eventually stabilizing as compression times increases, no matter in which channel
and with which compression quality factor. Moreover, Fig. 5 clearly illustrates that in all of the three
channels, both the average of DS and the average of DF decline slower and slower as compression
time increases. Therefore, Sn, DSn, Fn and DFn could be adopted as features to detect double JPEG
compression by the above analysis.

It is clear from Fig. 6a that as the quality factor increases, the average of F1 decreases monotoni-
cally in the three channels of Y, Cb and Cr. Fig. 6b illustrates the changing situation of the average of
S1 with quality factors {20, 40, . . . , 95}. Likewise, as the quality factors increases, both the average of
F1 and S1 decreases monotonically in all of the three channels. This intrinsic property of JPEG image is
beneficial for us to make an explanation for the classification results. In addition, experimental results
indicate that for any given quality factor, the color space conversion error in Cb channel is the biggest
contributor to classification. Moreover, it can also be seen from Fig. 6 that the value of Cb channel
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is usually larger than that of Y channel, while the value of Y channel is usually larger than that of Cr
channel.

Figure 5: Variation tendency of the difference of the number of nonzero pixel and the sum of pixel
values of conversion error between single and double compression with quality factors 95, where the
horizontal axis represents compression times, and the vertical axis represents the average of DS and
the average of DF for all of the images on UCID dataset. (a) the Y channel with quality factor 95; (b)
the Cb channel with quality factor 95; (c) the Cr channel with quality factor 95

Figure 6: The tendency of the average of F1 and the average of S1 in the three channels, where
the horizontal coordinate indicates the quality factor {20, 40, 60, 70, 75, 80, 85, 90, 95}, the vertical
coordinate indicates the average of F1 and the average of S1. (a) the average of F1 with different quality
factors; (b) the average of S1 with different quality factors

According to the analysis above, the color conversion error cannot be adopted directly as a feature
to distinguish primary compression from secondary compression. However, Tables 2 and 3 show that
Sn and DSn can be chosen as features with the desired functions. Therefore, each channel has two-
dimensional features, and a total of 6-dimensional features can be obtained in the three channels.
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Table 2: The average of the sum of pixel values of CEn on UCID

Quality
factor

Y channel Cb channel Cr channel

S1 S2 S3 S1 S2 S3 S1 S2 S3

QF = 20 7169 6807 6760 9886 9278 9240 3369 3214 3204
QF = 40 4807 4807 4183 6410 5756 5623 2439 2222 2178
QF = 60 3438 3013 2872 4861 4239 4074 1938 1719 1655
QF = 70 2670 2313 2188 3967 3412 3247 1649 1426 1353
QF = 80 1802 1533 1425 2898 2439 2260 1275 1076 994
QF = 90 827 685 627 1526 1239 1113 740 593 526

Table 3: The average of DS1 and the average of DS2 on UCID

Quality
factor

Y channel Cb channel Cr channel

DS1 DS2 DS1 DS2 DS1 DS2

QF = 20 362 47 608 39 155 10
QF = 40 488 136 654 133 217 44
QF = 60 426 140 622 165 218 65
QF = 70 357 124 555 164 223 72
QF = 80 270 108 459 179 199 82
QF = 90 141 58 288 126 147 67

In addition, Tables 4 and 5 present the average of Fn and the average of DFn with different quality
factors. Sn and DSncan be adopted as features to distinguish primary compression from secondary
compression. Therefore, each channel can be seen as having 2-dimensional features, and a total of 6-
dimensional features can be obtained in the three channels. Thus, a total of 12-dimensional features
about the color space conversion error are extracted as in Tables 2–5.

Table 4: The average of the number of nonzero pixels of CEn on UCID

Quality
factor

Y channel Cb channel Cr channel

F1 F2 F3 F1 F2 F3 F1 F2 F3

QF = 20 1841 1805 1802 3254 3092 3087 1363 1305 1303
QF = 40 1341 1280 1265 2299 2198 2174 1049 978 966
QF = 60 1091 1028 1007 1951 1805 1763 887 812 791
QF = 70 941 882 861 1730 1578 1529 815 726 698
QF = 80 758 695 669 1443 1290 1223 697 611 572
QF = 90 470 422 400 977 841 775 501 421 381
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Table 5: The average of DF1and the average of DF2 on UCID

Quality
factor

Y channel Cb channel Cr channel

DF1 DF2 DF1 DF2 DF1 DF2

QF = 20 35 4 162 5 58 2
QF = 40 61 15 101 25 71 12
QF = 60 63 21 146 41 74 22
QF = 70 59 22 152 49 89 28
QF = 80 63 26 153 67 86 39
QF = 90 48 21 135 66 80 40

4.2 Analysis of the Rounding Error and the Truncation Error

By the above description, the rounding error, the truncation error and the quantization coefficient
matrix are derived. To extract features from the rounding error and the truncation error, a specific
CNN will be applied in our experiment. Although many models can be applied [34–35], there are three
advantages of CNN. Firstly, owing to the properties of the convolution and pooling computations, it
is possible that the translation of the image has no effect on the final feature vector. In this sense,
the extracted features are less likely to be over-fitted. Moreover, it is meaningless to transform the
translation characters because of the translation invariance, and the process of transforming the
samples again is eliminated. Secondly, extracting features by CNN is more fitting than that by simple
projection, orientation, or center of gravity, since by CNN feature extraction will not hit a bottleneck
when improving the accuracy of double JPEG compression. Thirdly, the fitting ability of the whole
model can be controlled by using different convolutions, pooling and the size of the final output
feature vector. The dimensionality of the feature vector can be reduced by CNN when the model is
overfitting, while the output dimensionality of the convolution layer can be increased by CNN when
the model is underfitting. CNN is more flexible than other feature extraction methods. There are also
1 × 1 convolutional kernel and Dropout layers to reduce model overfitting. Each matrix extracts 64-
dimensional features, hence 128-dimensional features are extracted by two matrices. The extraction
method is as shown in Fig. 7.

4.3 The Framework of Detection

In the experiment, the UCID [36] with size 512 × 384 × 3 is chosen as the experimental object,
and first RTEn and M are extracted from it. This is followed by four times of convolution, Batch
Normalization (BN) [37], Rectified Linear Unit (ReLU) and average pooling. Then UCID goes
through two convolutions, BN, ReLU and average pooling, and passes through 2 layers of Dropout, 2
layers of Linear, and 1 layer of ReLU. Finally, the 128-dimensional features can be obtained as is shown
in Fig. 7. The purpose of using the 1×1 convolutional kernel [37] and Dropout layers is to prevent the
model from overfitting, and the function of BN and ReLU layers is to prevent the disappearance of the
gradient and to maintain the convergence rate of the model in a stable state. Traditional CNN models
generally adopt maximum pooling, which is intended to focus on the main feature information. The
average pooling is used in our model because it is able to focus on local features, which is a useful
function for us. Furthermore, the reason for using only error images rather than the entire content of
the image as the input to the feature network, is to avoid extracting the features that may influence the
classification results.
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Figure 7: The framework for detection

As can be seen from Fig. 7, 12-dimensi1onal features are extracted from the color space conversion
error, and 128-dimensional features are extracted from the rounding error and the truncation error.
Therefore, a total of 140-dimensional features are extracted from each image. According to different
quality factors, two buttons are set as shown in Fig. 7. The first one is for the case that 12-dimensional
features and 128-dimensional features are beneficial for classification, i.e., they provide effective
features. The second one is for the case that one or two types of the features are not very useful for
classification, they will be removed from the 140-dimensional features. Besides, SVM is applied, which
has high classification accuracy and a good generalization ability when the sample is not huge in size.
In this way, a subtle framework is established as depicted in Fig. 7, which combines the advantages of
CNN and SVM to ensure that the valid features are extracted and the invalid ones are eliminated, and
thus achieves the effect of increasing the accuracy of classification. The framework is eventually used
to detect double JPEG compression.

For the CNN model, the rounding error images, the truncation error images and the quantization
coefficient images are randomly used, with 80% for training and 20% for testing, respectively. The
trained model parameters are saved and the trained model is used to extract the features of each image
on the UCID dataset. Table 6 listed the parameters of each layer in the process of feature extraction. To
facilitate the description, take a rounding error image and a truncation error image of size 512×384×3
as a set of example for input, then the output dimensions of the error image after it passes through
each layer could be obtained as shown in Table 6.
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Table 6: Parameters on the CNN model

Layer Size Padding Stride Output dims

Conv1 16 × 3 × 3 1 1 × 1 16 × 512 × 384
L1 BN+ReLu – – – 16 × 512 × 384

AvgPool 2 × 2 – 2 × 2 16 × 256 × 192

Conv2 32 × 3 × 3 1 1 × 1 32 × 256 × 192
L2 BN+ReLu – – – 32 × 256 × 192

AvgPool 2 × 2 – 2 × 2 32 × 128 × 96

Conv3 64 × 3 × 3 1 1 × 1 64 × 128 × 96
L3 BN+ReLu – – – 64 × 128 × 96

AvgPool 2 × 2 – 2 × 2 64 × 64 × 48

Conv4 128 × 3 × 3 1 1 × 1 128 × 64 × 48
L4 BN+ReLu – – – 128 × 64 × 48

AvgPool 2 × 2 – 2 × 2 128 × 32 × 24

L5 Conv5 128 × 1 × 1 0 1 × 1 128 × 32 × 24
BN+ReLu – – – 128 × 32 × 24

Conv6 128 × 3 × 3 1 1 × 1 128 × 32 × 24
L6 BN+ReLu – – – 128 × 32 × 24

AvgPool 2 × 2 – 2 × 2 128 × 16 × 12

For the classifier, a Gaussian kernel soft-edge SVM is used, and the parameters c and g are defined
by a grid-search on the multiplicative grid (c, g) ∈ {(2i, 2j)|i ∈ {−20, . . . , 0, . . . , 20}, j ∈ {−15, −14, . . . ,
3}}. Each training is repeated 20 times, from which the generalizability of the model is embodied.
Finally, the average classification accuracy rate is reported. In addition, Machine learning methods
could also be employed for both feature selection and classification [38].

5 Experiment

All experiments are based on the UCID database on which all images are in color instead of
being previously converted to grayscale images. Then negative samples are produced from a single
compressed image with a specific quality factor, and positive samples are generated by double
compression with the same quantization matrix. For each quality factor, half of the positive and
negative sample images are randomly selected as training samples, and the remaining ones are used as
testing samples.

Table 7 gives the classification accuracy only generated by color space conversion errors, where the
first column represents different quality factors, the second column presents the accuracies obtained by
the 6-dimensional features extracted from the sum of pixel values of the color space conversion error,
and the third column shows the accuracies obtained by the 6-dimensional features extracted from
the number of nonzero pixels of the color space conversion error, which are input to the classification
results of the SVM. By comparing the second and the third column, we know AC1 outperforms AC2 for
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any given quality factor. The fourth column indicates the classification result of these 12-dimensional
features fed into the SVM together, and it is apparent that this result is the best, which also implies
both the two types of features are useful information.

Table 7: Accuracy obtained after adding the features generated by conversion error into SVM

Quality factor AC1 AC2 AC

QF = 20 77.80% 76.38% 78.77%
QF = 40 75.41% 75.56% 79.60%
QF = 60 79.90% 75.04% 83.93%
QF = 70 73.69% 72.94% 79.15%
QF = 80 73.17% 69.51% 77.88%
QF = 90 73.32% 70.85% 80.94%

In addition, Table 7 reveals that for high quality factors, the images retain more original informa-
tion, and features extracted from the color space conversion error are more useful for the classification
of singly and doubly compression, which improves the accuracy of double JPEG classification.

Table 8 demonstrates the detection accuracies of the method proposed in this paper and other
methods under the UCID dataset. The detection accuracies with quality factors 20, 40 and 60 were
not discussed in both [22,26]. We use the symbol ‘-’ to present the missing accuracies. It is demonstrated
from Table 8 that the method proposed is superior to the method discussed in [22]. The result of [22] is
at least 6% less than that in this paper when the quality factor is less than 80. In [24], the classification
performance is better than that in this paper at quality factors 80 and 90, although the difference is
not significant. When the quality factor is less than 70, the results of this paper are at least 7% more
than those of [27]. As for the results of [26], except for the case that the quality factor is 80, they are
not as good as the corresponding results in this paper. Compared with methods in [24,27,28,39], the
proposed method exhibits a better improvement in detection accuracy of at least 5% at quality factors
less than 70.

Table 8: Comparison between the accuracies of different methods

Quality
factor

Proposed
method

Method in
[22]

Method in
[24]

Method in
[26]

Method in
[27]

Method in
[28]

Method
in [39]

QF = 20 84.60% – 71.42% – 74.81% 77.42% –
QF = 40 88.19% – 77.10% – 80.56% 83.06% 81.12%
QF = 60 89.23% – 78.01% – 81.83% 84.05% 82.18%
QF = 70 89.98% 73.65% 80.81% 84% 83.41% 86.66% 82.34%
QF = 80 93.36% 85.80% 95.73% 94% 95.67% 99.37% 96.11%
QF = 90 98.04% 92.41% 98.77% 92% 97.87% 99.08% 99.52%

Compared to a recent paper [28], the enhancement in accuracy with a lower quality factor in this
paper is attributed to the addition of new features from the extraction of color space transformation
errors, as well as the use of CNNs to extract more effective features. Current detection algorithms
for double JPEG compression with the same quantization matrix have accuracies up to 99% or more
for high quality factors, while they are not ideal for the classification of low quality factors. If this
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phenomenon is utilized by tampers, the detection accuracy results of such algorithms will not be as
satisfactory as expected. Accordingly, the method proposed in this paper has practical implications
compared to the existing methods.

JPEG images are extensively used on the Internet due to their advantages such as occupying less
space, easy for transmission and store. According to the relevant data, around 80% of the images on
the Internet have adopted JPEG compression standard. Tampers tend to avoid double JPEG detection
intentionally, hence it is of great necessity to increase quality factors of images.

The quantization matrix used in the JPEG compression is not limited to 100 standard Q
matrices (represented by the quality factors). And there are different image processing softwares being
convenient for users to apply their own customized quantization matrix. Due to the ingenious design
of the framework, the extraction process for the input image is used as a direct extraction method
using the quantization matrix for compression. Therefore, the classification is still applicable even if
the coders use their own customized quality factors for compression. To sum up, the method has a
broader applicability than the existing methods.

6 Conclusion

This paper poses the problem of double JPEG detection under the same quantization matrix for
color images. We propose a method for features extraction based on a combination of CNN and
traditional methods. With the error image being input, a novel framework designed to extract 140-
dimensional features starts to work. Based on the extracted features, a SVM classifier is used for
classification. The ingenuity of this method is to combine CNN with SVM, which takes advantage
of CNN in feature extraction and SVM in classification for small samples with high accuracy. The
experimental results demonstrate that the method outperforms the current state-of-the-art methods
on double JPEG detection for color images, especially those with low quality factors. When the quality
factor is less than 80, the accuracy of the proposed method are at least 3% more than that of the
other methods. However, there are still many constraints for double JPEG compression detection of
color images with the same quantization matrix. For instance, since the quantization error cannot
be obtained by the existing methods, the relationships between the conversion error, the quantization
error, the truncation error and the rounding error cannot be well expressed. For another instance, at
present the quantization error cannot be used for the detection of double JPEG compression yet.
Moreover, though satisfactory performance of our proposed method have been demonstrated by
experiment, more factors need to be taken into consideration since the situation may be complicated
in most realistic scenarios. Accordingly, further thoughts and studies on solving practical problems
are necessary.
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